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Abstract 

A unique -conjugated benzothiadiazole-ortho-vanillin ligand (HL), characterized by 

single crystal X-ray diffraction and DFT calculations, has been prepared by condensation 

between 4-amino-benzothiadiazole (BTD) and ortho-vanillin. Its reaction with cobalt(II) 

acetate afforded the complex of formula [CoL2]·CH2Cl2 (1), for which the coordination 

environment of the cobalt centre is a distorted octahedron and the ligand acts as a monoanionic 

tridentate NNO chelate in its phenolate form. Intermolecular - stacking interactions between 

the -conjugated BTD units provides an antiferromagnetic coupling pathway, as indicated by 

the analysis of the dc magnetic measurements of a crystalline sample of complex and supported 

by DFT type calculations. The static magnetic behaviour of 1 is analysed according to spin-

orbit coupling and zero-field splitting models. Remarkably, the complex exhibits slow 

relaxation of the magnetization under applied magnetic field being thus a new example of field-

induced mononuclear single-molecule magnet (SMM). 
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Introduction 

The 2,1,3-benzothiadiazole (BTD) unit occupies a privileged place in the field of 

organic electronics, since it has been largely used in the composition of precursors for efficient 

materials as organic light emitting diodes (OLED),1,2 organic and dye sensitized solar cells,3,4,5,6 

or organic field-effect transistors (OFET), 7 , 8 , 9  thanks to its electron acceptor fluorophore 

properties. 10  Moreover, fluorescent probes, 11 , 12  polymeric thermometers, 13  and redox 

switchable donor-acceptor systems14,15 containing the BTD platform have been reported in the 

last fifteen years. Interestingly, the BTD fragment takes part in a variety of supramolecular 

interactions in the solid state, such as non-covalent N···S bonding,- stacking interactions 

and hydrogen bonding.16 It is thus not surprising that BTD has been used over the years as 

monotopic17 or ditopic18,19,20,21 ligand in coordination chemistry due to the presence of the two 

sp2 hybridized nitrogen atoms, although the number of reported transition metal complexes 

remains rather limited. More recently, the introduction of coordinating groups on the benzene 

ring afforded various functional ligands providing complexes, in which the thiadiazole unit can 

be involved or not in the coordination to metal centres,22 such as luminescent coordination 

polymers with dicarboxylate-BTD derivatives,23 ,24 ,25 ,26  4,7-bis(4’-pyridyl)-BTD,27  or more 

recently, mononuclear, binuclear and coordination polymers of Zn(II) and Ag(I) within a series 

of 4,7-bis(pyridyl)-BTD.28 A very interesting coordination chelating platform, extensively used 

in the preparation of functional mono- and polynuclear complexes, is the salen type unit which 

is derived from the condensation of mono- or diamines with salicylaldehyde or ortho-

vanillin.29,30,31 However, to the best of our knowledge, the association of a salen platform with 

BTD has been never reported but once through the luminescent Zn(II) complex obtained by the 

template condensation of 5,6-diamino-BTD and 4-(hexyloxy)-2-hydroxybenzaldehyde in the 

presence of zinc(II) acetate.32 Note that the connection of the salen unit to the benzene ring of 

BTD at the 5,6-positions in this unique example does not allow the participation of the BTD 

nitrogen atoms to the chelation. 

 We report herein the synthesis and characterization, including single crystal X-ray 

structure and DFT calculations, of the first example of BTD-o-vanillin ligand (HL, Scheme 1) 

together with its neutral cobalt(II) complex showing field-induced single-molecule magnet 

(SMM) properties. The connection between BTD and o-vanillin in position 4 of the BTD 

benzene ring creates the pre-requisite for a tris-chelation involving the adjacent BTD nitrogen 

atom, and thus the generation of a quite anisotropic coordination environment.  
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Results and discussion 

Synthesis and characterization of HL 

The synthetic procedure involves the preparation of the 4-amino-BTD precursor 3 by 

the reduction of the nitro compound 2, 33  obtained by nitration of BTD, 34  followed by 

condensation of 3 with o-vanillin in ethanol to obtain the BTD Schiff base HL in good yield 

(Scheme 1).  

 

 

Scheme 1 Synthesis of the BTD Schiff base HL. 

 

Suitable single crystals of HL for X-ray diffraction analysis have been obtained by slow 

evaporation of methylene chloride/methanol (1:1 v/v) solution. The compound, which 

crystallized in the centrosymmetric monoclinic space group P21/c with one independent 

molecule in the unit cell (Table S1), shows an E conformation in the solid state, with the 

thiadiazole ring pointing in the opposite direction of the O1-N3 coordination pocket [Fig. 

1(top)]. The overall structure is practically planar, very likely triggered by the establishment of 

two intramolecular weak interactions, i.e. O1–H8···N3 and C7–H4···N1 (see Table S2, ESI), 

as indicated by the value of 10.68° for the С(7)-N(3)-C(6)-C(1) dihedral angle between the 

BTD and phenyl rings. Moreover, each two adjacent HL molecules in the crystal packing are 

coupled by weak intermolecular C–H···O type interactions (Figs. S1-S3, ESI). DFT 

calculations indicate that the global minimum equilibrium geometry corresponds indeed to the 

conformation observed in the solid state, noted as A hereafter, yet now the structure is fully 

planar (Fig. S4, ESI). Rotation of the thiadiazole unit around the N3–C6 bond generates a 

second stable B conformation, with the nitrogen atom N1 taking part to the coordination pocket 

along with O1 and N3, which is appropriate for chelation of a metal centre in a tridentate mode 

[Fig. 1 (bottom)]. This geometry, with a twist of 37.36° between BTD and the phenyl ring, very 

likely because of the repulsion between the imine H4 and benzene H3, is only 5.3 kcal mol–1 
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higher in energy in the gas phase than the previous one, suggesting that the two conformations 

are in equilibrium in solution at room temperature (Table S3). 

  

 

 

Fig. 1 Molecular structure of HL in the solid state (top) and its optimized conformation B (bottom). 

 

Synthesis and characterization of the cobalt(II) complex 

Considering that the phenolate form L is potentially a tridentate rigid ligand prone to 

afford octahedral neutral complexes of ML2 type with certain divalent transition metals in a 

mer arrangement of the two ligands around the metal, we have considered the coordination of 

the deprotonated HL with cobalt(II). The cobalt (II) ion exhibits considerable coordination 

flexibility and a first-order spin-orbit coupling (SOC) or, in its absence, a sizeable zero-field 

splitting (zfs). These features are responsible for the extensive study of its complexes as 

candidates to mononuclear SMMs.35,36,37,38,39,40,41,42. Indeed, six-coordinate Co(II) mononuclear 

complexes showing octahedral (Oh),
43 , 44 , 45  trigonal prismatic (TP) 46 , 47  or trigonal 

antiprismatic48 coordination geometry are very good candidates for single-molecule magnets 

(SMMs). Usually, the octahedral complexes show a uniaxial anisotropy (D < 0) and only 

occasionally an easy-plane anisotropy (D > 0), but in all cases, the zfs is large.49 Some of the 

latter cases behave as mononuclear SMMs.35,36,39 In such cases, the zfs should govern the energy 

barrier (Ueff) that controls the slow magnetic relaxation. However, the experimental Ueff is 

significantly lower than 2D, the energy barrier for a high-spin d7 cobalt(II) complex. The case 

of ML2 complexes based on rigid tridentate ligands, necessarily adopting a mer configuration, 
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is very interesting and they can show either negative 50  or positive zero-field splitting, 51 

depending on the degree of distortion from Oh to D3 symmetry. 

 The reaction of HL with cobalt(II) acetate in the presence of triethylamine provided the 

complex of formula [CoL2]·CH2Cl2 (1), which crystallizes in the triclinic P–1 space group, with 

a molecule of complex and one non-coordinated molecule of dichloromethane in the 

asymmetric unit (Fig. 2, Fig. S5a). The coordination environment of the cobalt centre is a 

distorted octahedron (Fig. S5b), the SHAPE analysis52 indicating that it is closer to octahedral 

(S-Oh = 1.37) than to trigonal prismatic geometry (S-D3h = 10.17). The Co–N and Co–O bond 

lengths vary between 2.088(4)–2.248(4) and 1.997(3)–2.004(3) Å, respectively (Table S4). The 

cis-angles cover the range 77.64(15)-105.46(14)°, whereas the trans ones go from 159.13(15) 

to 167.54(14)°. The bond-valence-sum (BVS) analysis,53,54 with a value of 2.08 here, indicates 

a +2 oxidation state for the cobalt ion.  
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Fig. 2 (Top) Crystal structure of [CoL2]·CH2Cl2 (1).  (Bottom) A view of the π···π phenolate-BTD rings (3.55 Å, 

pink), π···π phenolate-BTD rings (3.52 Å, blue), π···π TD-TD rings (3.67 Å, violet) and C–H···Cl type interactions 

(light blue) in the crystal packing. 

 

Adjacent complexes are interconnected in the packing by π-π interactions between 

phenolate and BTD rings (3.55 and 3.52 Å) and by thiadiazol-thiadiazol π-π interactions (3.67 

Å) (Fig. 2, Fig. S6-S7). Furthermore, the molecules of solvent establish weak C–H···Cl type 

interactions with one of the phenolate rings (Figs. 2 and S6-S7 and Table S5, ESI). 

 

Static (dc) magnetic properties 

As mentioned before, such neutral octahedral CoL2 complexes, L being a tridentate 

ligand, are good candidates for single-molecule magnets (SMMs) whose magnetic study is 

carried out by static (dc) and dynamic (ac) magnetic measurements. The dc magnetic properties 

of 1 in the form of MT against T plot [M being the magnetic susceptibility per cobalt(II) ion] 

are shown in Fig. 3. At room temperature, the value of MT is equal to 2.27 cm3 mol-1 K. The 

fact that this value is larger than that calculated for a high-spin cobalt(II) ion (SCo = 3/2) with 

gCo = 2.0 using the spin-only formula [MT = gCo
2SCo(SCo+1) = 1.874 cm3 mol-1 K] is indicative 

of the existence of a significant orbital contribution to the magnetic moment.55 Upon cooling 

down,  MT continuously decreases until it reaches a minimum value of 0.96 cm3 mol-1 K at 1.9 

K. No maximum of M is observed over the whole temperature range explored. In the 

temperature range T > 20 K, the decrease of MT on cooling is attributed to the depopulation of 

the higher-energy Kramers doublets arising from a spin-orbit coupling (SOC) in CoII ions. 

Below 20 K, MT takes values smaller than that of the expected limit (1.6 cm3 mol-1 K) for this 

particular case, this feature pointing out the presence of antiferromagnetic interactions between 

CoII ions. The occurrence in the crystal structure of 1 of - stacking interactions involving 

BTD, phenolate, and thiadiazol rings (values of the inter-ring distances in the range 3.52–3.67 

Å) would provide a possible pathway for weak intermolecular magnetic interactions, the 

shortest cobalt-cobalt separation being 6.3207(13) Å. A supramolecular chain arrangement is 

developed along the crystallographic b axis in this case.  
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Fig. 3 Thermal dependence of the MT product for 1: (o) experimental data; (__) theoretical curve with the best fit 

through 1st-order SOC without (black) and with rhombicity (green) in the angular momentum, and zfs with D > 0 

(red) and D < 0 (blue) models. Inset: Reduced magnetization in the temperature range 2.0-10.0 K. Solid lines are 

only eye-guides. 

 

 Having in mind that the magnetic behaviour of octahedral cobalt(II) complexes is 

generally induced by a first-order spin-orbit coupling (SOC), the use of the SOC Hamiltonian 

introduced through the T-P isomorphism is a suitable choice to analyse the magnetic properties 

of this cobalt(II) complex. This is why the magnetic susceptibility data of 1 were treated through 

the Hamiltonian of eq. (1)56 

            H =  –LCoSCo + ∆[Lz,Co
2 – L(L+1)/3] + H(–LCo + geSCo)           (1)           

where is the spin-orbit coupling constant and is an orbital reduction factor defined as  = 

A. The parameter represents the reduction of the orbital momentum caused by the 

delocalization of the unpaired electrons, while A accounts for the mixing of the excited and 

ground 4T1g terms in the context of the splitting by the crystal field of the 4F and 4P terms of the 

free high-spin 3d7 cobalt(II) ion. It should be noted that A takes values between 1.5 and 1, which 

correspond to the limits of the weak and strong crystalline fields, respectively. Finally, ∆ is the 
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energy difference between the singlet 4A2 and doublet 4E levels arising from the splitting of the 

ground 4T1g orbital triplet originated by an axial distortion of the ideal Oh coordination sphere. 

Second-order SOC splits these levels again, resulting into two and four Kramers doublets.   

In the absence of an analytical law that connects the magnetic susceptibility with these 

SOC parameters, the former was simulated from numerical diagonalization of the energy 

matrix.57 In such a situation, intermolecular magnetic interactions were included by adding a 

mean-field term (zj) to the MT product. Best-fit parameters that simulate the experimental 

magnetic data of 1 in the whole temperature range explored  = 1.136, ∆ = 1165 cm–1,  = –

124.6 cm–1 and zj= –0.17 cm–1 with F = 3.5 x 10–5 (F is the agreement factor defined as 

[(MT)exp  
_ (MT)calcd]

2/(MT)exp]
2)] provide a good agreement between theoretical and 

experimental curves (Fig. 3). Due to covalency effects, the value is smaller than that for the 

free ion (0 = –180 cm–1). Anyway, the values of all parameters are in the range of those 

reported for other six-coordinate high-spin cobalt(II) complexes.56,58,59,60,61,62 

Alternatively, the experimental MT vs. T data could also be analysed using a zero-field splitting 

(zfs) model characterized by axial (D) and rhombic (E) contributions. In octahedral cobalt(II) 

complexes, this model is usually applied below 120 K. Above that temperature, MT can show 

a continuous and linear variation when cooling due to a depopulation of the most energetic 

levels arising from a more suitable 1st-order SOC model. In such cases, this last thermal 

dependence of MT is phenomenologically described by a temperature-independent 

paramagnetism (TIP) term. Due to the difficulty of extracting a reliable value of E from the 

MT vs. T data, the model was simplified as described by eq. (2): 

�̂�𝑧𝑓𝑠+𝑍𝑒𝑒𝑚𝑎𝑛 = 𝐷 [𝑆𝑧
2 −

1

3
𝑆(𝑆 + 1)] + 𝐸(𝑆𝑥

2 − 𝑆𝑦
2) + 𝛽𝐻[𝑔∥𝑆𝑧 + 𝑔⊥(𝑆𝑥+𝑆𝑦)]   (2) 

Once again, the theoretical MT vs. T curve matches well the experimental one when 

intermolecular magnetic interactions (zj) are considered (Fig. 3). However, the sign of D cannot 

be determined from the thermal dependence of MT when giso = g = g|| and so, the absolute 

value is provided (giso = 2.184, |D| = 16.8 cm–1, TIP = 123 x 10–6 cm3 mol–1, zj = –0.16 cm–1, 

and F = 3.2 x 10–5). But it is possible to determine this sign considering different values for g 

and g||, and keeping g|| smaller for D > 0 and vice versa. Good agreements between theoretical 

and experimental curves are found for both signs of D, even if the concurrence is better for D 

< 0 attending to the agreement factor (g = 2.223, g|| = 2.071, D = +18.5 cm–1, TIP = 183 x 10–

6 cm3 mol–1, zj = –0.17 cm–1, and F = 3.2 x 10–5 vs. g = 1.986, g|| = 2.433, D = –28.3 cm–1, TIP 

= 336 x 10–6 cm3 mol–1, zj = –0.30 cm–1, and F = 1.9 x 10–5). Considering that each paramagnetic 
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site shows two neighbours in each supramolecular chain, that is z = 2, the magnetic interaction 

(j) would vary between –0.15 and –0.08 cm–1. While the energy gap between the ground and 

the first excited Kramers doublets is 40.3 cm–1 for the 1st-order SOC model, it is ranged between 

37.0 and 56.6 cm–1 in the zfs model, showing a good agreement between both models. 

However, there is a discrepancy between the results from the two models. The 

concurrence using the SOC model is better for ∆ > 0 but for D < 0 in the zfs model.35 However, 

in accordance with the geometry of the coordination sphere and the high value of the E/D ratio, 

there should be a substantial rhombicity. Introducing this rhombicity () in the orbital 

momentum in the SOC model as if it were a zfs term,35 the same as was done with the ∆ 

parameter, the simulation with a negative value of ∆ substantially improves ( = 1.284, ∆ = –

3377 cm–1, /∆ = 0.108,  = –111.6 cm–1 and zj= –0.38 cm–1 with F = 2.7 x 10–5). In such a 

situation, the energy gap between the two first Kramers doublet is 50 cm–1, close to the value 

found for D < 0. In conclusion, it is impossible to guarantee the sign of ∆, but the presence of a 

high rhombicity is established, which will be confirmed later by EPR spectroscopy (vide infra). 

In any case, a negative ∆ value, also supported by the uniaxial zfs extrapolated from 

magnetometry and EPR spectroscopy, seems more reasonable. 

The isothermal magnetization curves for 1 in the temperature range 2−10 K manifestly 

do not superimpose (inset Fig. 3), suggesting a moderate but not huge zfs. However, the 

intermolecular magnetic interactions, even if they are weak, also play a role on this feature. 

Moreover, the field dependence of the magnetization at 2.0 K reaches a near saturation value 

of Ms = 2.04 N at 5 T. This value is smaller than the one expected for SCo = 3/2 with g = 2.0 

(that is 3.0 N). The low-lying Kramers doublet, which is practically the only thermally 

populated below 20 K in cobalt(II) complexes in Oh symmetry, causes this discrepancy. 

Consequently, the magnetic susceptibility data below this temperature can be interpreted 

assuming an effective spin Seff = ½ for this low-lying doublet.63 According to eq. (3), the g-

factor and the saturation magnetization for the effective doublet ground doublet with  = 1.184 

would be 4.12 and 2.06 N respectively, values which are in agreement with the experimental 

data.  

g = (10 + 2)/3                                              (3) 

 

EPR spectroscopy 

The Q-band EPR spectrum of 1 at 4.0 K is shown in Fig. 4. The weak EPR signals, which are 

hardly more intense than the white noise, match a uniaxial zfs (D < 0), agreeing with the 
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conclusions procured by the magnetometry. However, 1 should be EPR-silent for a null E/D 

ratio according to this situation. Thus, 1 should exhibit a certain rhombicity in the zfs tensor. 

The complexity of this spectrum and the weakness of the signals prevented any additional 

analysis. Even so, this spectrum was compared with that simulated for the ground Kramers 

doublet through an effective spin approach and using the values of the g components found by 

CASSCF/NEVPT2 calculations for a negative D (see below). Again, there is a qualitative 

agreement that supports a uniaxial zfs. 

Regardless of a slight or moderate displacement of the theoretical signals from the 

experimental ones, the splitting of the experimental signals is the most remarkable fact. Possible 

causes include the presence of complexes with distinct electronic and magnetic features coming 

from different geometries or the concurrence of the low-lying excited states. Nevertheless, the 

X-ray structure of 1 shows a unique independent cobalt site, the needed geometrical changes 

should be big, and the D value is too large to consider an excited Kramer doublet close enough 

to exhibit a significant population. Thus, these alternatives can be ruled out. Previously, 

magnetometry evidenced the presence of weak intermolecular magnetic interactions, which will 

later be supported by a theoretical study (see below). Since both centres were assumed collinear, 

only an anisotropic spin-spin coupling may split the signals in the Q-band EPR spectrum.64 The 

spin Hamiltonian that considers this coupling is summarized by eq. (4) 

�̂�𝑆 = 𝜇𝐵�⃗� 𝒈𝒆𝒇𝒇(�̂�1
𝑒𝑓𝑓

+ �̂�2
𝑒𝑓𝑓

) + �̂�1
𝑒𝑓𝑓

𝐃�̂�2
𝑒𝑓𝑓

   (4) 

being D a traceless interaction tensor collinear to geff and positive for antiferromagnetic 

coupling. The spectrum was successfully simulated with gy = 2.55 and gz = 6.50, values 

corresponding to an effective spin doublet and an anisotropic electron-electron spin-spin 

coupling between two of these effective spins D = [0.24, 0.50, 0.035] cm–1. For two spins S = 

3/2, these interactions must be approximately one-ninth of those found in this EPR study, being 

within the order of magnitude found by magnetometry. 

However, from the Q-band EPR spectrum, we can only conclude that the value of the 

gx component must be less than 1.0, essentially lower than the other two ones and in agreement 

with a uniaxial zfs (D < 0). However, the X-band EPR spectrum of the compound can provide 

better information about gx (Fig. 4). Firstly, this spectrum roughly shows the same splitting of 

the signals associated with gy and gz from the Q-band EPR spectrum, leaving no doubt about 

the presence of an intermolecular electron-electron coupling.64 Additionally, a split signal in 

the region from 10 to 13 kG is associated with a tiny gx value of 0.55, in agreement with the 

previous conclusions. In summary, the EPR study allows us to establish a negative sign of D, a 
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high rhombicity or E/D ratio, and the presence of intermolecular magnetic interactions between 

close neighbours. 

 

Fig. 4 Q (a) and X-band (b) EPR spectra (black lines) of a powdered sample of 1 at 4.0 K. The blue line (a) 

represents the simulation with the parameters for the ground Kramer doublet procured from CASSCF/NEVPT2 

calculations (gx = 1.49, gy = 2.14, and gz = 7.67). According to eq. (4), the red lines correspond to the best 

simulations with the parameters geff = [0.55, 2.55, 6.50] and D = [0.24, 0.50, 0.035] cm–1. Signals marked with 

green, black and blue asterisks coincide with gx, gy, and gz, respectively. Rounded square boxes show enlargements 

of certain field regions. 

 

Theoretical calculations 

DFT calculations on dimeric entities built from the experimental crystal structure 

(dCo···Co = 6.457 Å) were conducted in order to validate the existence of antiferromagnetic 

intermolecular magnetic interactions through - stacking of the BTD ligand developing a one-

dimensional behaviour along the crystallographic b axis. Cg1-Cg2 and Cg3-Cg4 contacts are 

responsible for the intermolecular magnetic coupling (Fig. S7). The analysis of these 

intermolecular contacts is summarized in Table S6. The fact that the two quasi-planar BTD 

ligands (maximum deviation of the mean plane: 0.30 Å) from neighbouring complexes are 
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almost parallel (ca.8º) and their closeness (Cg-plane shorter than 3.4 Å) make possible a weak 

magnetic coupling. Thus, the value for the magnetic coupling constant calculated from the 

B3LYP functional is j = –0.07 cm–1. Similar values are found using its long-range corrected 

version (CAMB3LYP, j = –0.04 cm–1) or that in the geometry optimization PBE1PBE hybrid 

functional (j = –0.08 cm–1). They all agree well with that found from experimental data (from 

–0.15 to –0.08 cm–1). Opposite spin densities of the atoms involved in the shortest contacts are 

usually found through intermolecular - stacking. A visualization of the stacking between 

adjacent complexes shows short contacts between atoms from BTD ligands with spin densities 

with the same sign in the mononuclear fragment (Fig. 5). Therefore, the natural reversal spin 

alignment leads to an antiferromagnetic interaction, as previously concluded. 

 

 
Fig. 5 (a) Spin density map on 1 (cut-off at 0.003 e bohr–3), (b) stacking of BTD ligands from neighbouring 

complexes, and (c) zoom centred on the BTD ligand of the spin density map (cut-off at 0.0002 e bohr–3). Orange 

oval in (b) indicates the region with the largest atomic spin densities and some of the shortest contacts. Positive 

and negative spin densities in (a) and (c) are displayed in yellow and blue colours. Hydrogen atoms are omitted in 

(b) for clarity. 

 

Theoretical CASSCCF/NEVPT2 calculations were performed to confirm the sign and 

magnitude of the D parameter as well as the E/D quotients of 1. These calculations provide a 

large and negative value for D (–57.3 cm–1), but since the value of E/D ratio (0.300) is close to 

its maximum value (1/3), the sign of D is meaningless. According to the negative value of D, 

this large zfs is translated into the calculated g-tensor, being the perpendicular component 

substantially smaller than the parallel one (g = 2.172 and g|| = 2.804). The electronic 

configuration for the high-spin ground state of 1, from which quadruplet excited states are 

generated by promoting an electron from a fully occupied orbital to a half-occupied one, is 

shown in Fig. S8 (ESI). The Ms wavefunctions of these and other doublet excited states can mix 
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with those from the ground state through a SOC Hamiltonian, leading to a zfs in the latter. The 

more significant spin-orbit contributions mainly originate from the quartet states (DQ) – more 

specifically from the two first excited states (Q1 and Q2), rather than from the doublet ones 

(DD), the relative energy of each excited state (i) governing the magnitude of its input (Table 

S7). Due to some geometrical distortions, the 4T1g ground state splits into the ground, and the 

Q1 and Q2 excited states. Then, these excited states are very close to the ground one (746 and 

1971 cm–1), and their contributions to D are significantly larger. Contributions of other excited 

states are almost negligible because they are far above the ground state on the energy scale. On 

the other hand, the great energy gap arising between two components in the 4E level leading to 

place Q1 almost equidistant from the ground and Q2 states is the cause of a more significant zfs 

rhombicity in 1 (Table S7). The large E/D ratio is related to the important geometrical 

distortions in the coordination sphere, as shown by the cis- and trans- angles (ca. 77-105º and 

159-168º) that deviate significantly from the ideal ones (90 and 180 º), and the presence of 

several types of competing donor atoms with different ligand-field strength competing. All 

these factors cause the orientation of the zfs tensor that does not coincide with any of the metal-

ligand bond directions (Fig. S9). As a last remark, the calculations lead to an average geff value 

for the ground Kramers doublet (3.77) which is larger than that for the excited one (3.39) and 

closer to that estimated through magnetometry (4.12). Although in qualitative agreement with 

the experimental results, these values significantly deviate from them. Finally, it is worth noting 

that the values of the g-factor components calculated for the ground Kramers doublet (Seff = ½) 

simulate quite well the signals recorded from the experimental EPR spectrum (Fig. 4), a feature 

that validates the negative sign of D. 

Partial charge transfers in the ground and closest excited states or a deficient description 

of the d orbitals can lead to remarkable changes in the zfs for some cases. In such examples, it 

is necessary to expand the active space to consider the new contributions to the zfs from this 

electronic feature. In this way, one empty or one filled molecular orbital is added to reach the 

space actives with five or seven electrons, respectively, in six orbitals [(5,6) or (7,6)]. 

Specifically, forty of the early LUMOs and also HOMOs, including also those more diffuse d 

orbitals that constitute a double d shell, were tested for expanding the active space.65 However, 

this methodology, which allowed improving the estimation of D in a high-spin d5 iron(III) 

complex with large zfs,66 does not report any advance here. Thus, values of D in these new 80 

calculations, ranging from –57.9 to –56.2 cm–1, were similar to that found from the original 

active space, the changes being not significant. Nevertheless, the magnitude of D matches better 

when the zfs is calculated on the optimized geometry but not its sign (D = +34.9 cm–1, g = 



 14 

2.423, g|| = 2.105, and geff = 3.935). Finding an explanation for this improvement is not evident. 

A possible cause could be that the optimized molecular geometry of the complex were more 

similar to that occurring at low temperatures. Nevertheless, it is known that there are some 

discrepancies (mainly longer metal-ligand bonds) between DFT optimized and real geometries, 

which can cause certain inaccuracies in the electronic structure corrected by geometry 

optimization. 

 

Dynamic (ac) magnetic properties 

In order to explore the possible occurrence of slow magnetic relaxation in 

[CoL2]·CH2Cl2, alternating current (ac) magnetic susceptibility measurements were carried out 

as a function of the frequency () of the oscillating magnetic field (±5.0 G) in the temperature 

range 2.0–7.0 K under applied Hdc fields of 0, 1000, and 2500 G. These measurements in the 

absence of a magnetic field, Hdc = 0 G, show the lack of out-of-phase signals (M”), suggesting 

the presence of quantum tunnelling magnetization effects (QTM). Applying dc magnetic fields 

of 1000 and 2500 G cancels this effect and causes the appearance of frequency-dependent M” 

signals as shown in Figs. 6 and S10 (ESI) for Hdc = 1000 and 2500 G, respectively. 

 

Fig. 6 Frequency dependence of the in-phase (left) and out-of-phase (right) components of the magnetic 

susceptibility of 1 under a static magnetic field Hdc = 1000 G with an oscillating field ±0.5 G and at the indicated 

frequencies. 

 

These plots show maxima of M” that depend on T and frequency (), which is the typical 

behaviour of a SIM/SMM. Indeed, a relaxation process (HT) is observed above 3.0 K, and then, 

at lower temperatures, a new increase of M” occurs, denoting the arrival of a second competing 

relaxation process (LT). Since the frequency indirectly corresponds to the relaxation time (–

1= 2max) and the temperature for the M” maximum, the spin reversal blockage, a  vs. T table 
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can be established. However, the lack of maxima for the LT process prevents its analysis. 

According to a relaxation governed by an Orbach mechanism, these data should follow an 

Arrhenius law as expressed by eq. (5) 

–1 = 0
–1

 exp(–Ea/kT)                                                        (5) 

where 0 is the pre-exponential coefficient or the relaxation time when Ea/kT is null, Ea is the 

energy barrier controlling the spin reversal. At high temperatures, plots of ln( as a function of 

1/T (Fig. S11) obey this law with values of 2.0 x 10–9 s and 27.7 cm–1 (1000 G) and 9.4 x 10–10 

s and 29.5 cm–1 (2500 G). Both 0 and Ea values are of the same order of magnitude as those 

obtained in previous works with other mononuclear six-coordinate high-spin cobalt(II) 

compounds.45 However, this energy barrier is significantly lower than expected from the zfs 

(2D = 56.6 cm–1). A deviation from the Arrhenius law at low temperatures, not visualized here, 

has its origin in the possible intervention of other relaxation processes that will be subject of 

further analysis. 

There is another more appropriate way to study the dynamic magnetic behaviour. It 

entails using the generalized Debye model to analyze in unison the isothermal frequency 

dependences on in- (M’) and out-phase (M”) components of the ac susceptibility, that is, the 

M’ and M” vs.  curves, and also the dependence between them through the Argand plots. 

These plots are shown in Fig. S12. Below 4.0 K, an asymmetry arises in the Argand plots, 

mainly under magnetic fields of 1.0 and 2.5 kOe, suggesting two-step relaxation processes, one 

of them becoming only apparent at lower temperatures in agreement with the conclusions 

reached from the thermal dependence on these ac susceptibility components. Thus, magnetic 

data were simulated considering two relaxation contributions to the generalized Debye model. 

Nevertheless, it was impossible to distinguish the LT relaxation process under a dc magnetic 

field of 5.0 kOe. 

The Arrhenius plots for the LT relaxation show a linear dependence for a thermally-

assisted Orbach mechanism (Fig. S13). The best-fits (Table S8) provide long relaxation times 

(10–4 s) and too low energy barriers (≈ 2 cm–1). However, one should be careful with these 

values because of the difficulty of extracting them from experimental data and their relatively 

large standard deviations. However, the HT relaxation exhibits two patterns corresponding to 

two different and competing mechanisms (Fig. S13). One of them unveils a linear thermal 

dependence with a higher energy barrier (Ea ≈ 35 cm–1) and shorter relaxation times (0 ≈ 10–10 

s) than those found for the LT relaxation but in agreement with those obtained from the former 

analysis. The other one, slower (0 ≈ 10–4 s) and temperature independent, occurs below 3.0 K 
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and it corresponds to a quantum tunnelling (QT, –1 = 0,QT
–1) that avoids the energy barrier set 

by the zfs. Under a dc magnetic field of 5.0 kOe, both relaxation steps fuse combining two 

Orbach mechanisms [–1 = 0,1
–1

 exp(–Ea,1/kT) + 0,2
–1

 exp(–Ea,2/kT)] and hiding the QT 

relaxation, which may have disappeared due to the effect of the high applied magnetic field. In 

such a case, the values of Ea and 0 are similar to those found for the LT and HT relaxation 

under lower magnetic fields (Table S8). 

Despite the linear correlations found in the Arrhenius plots suggesting Orbach 

mechanisms play a role in the magnetic relaxation, both HT and LT energy barriers are 

essentially lower than expected from zfs, mainly in the former one. Although one might think 

that relaxation can occur through vibrational modes with energies close to the energy barriers, 

the value of Ea,2 or Ea,LT is even too low (≈ 2 cm–1, Table S8). This characteristics makes it 

necessary to test other alternatives such as direct (–1 = AT) or Raman-type (–1 = CTn) 

relaxation mechanisms. The best way to do it is to use ln() vs. ln(T) plots (Fig. 7 and S13), 

which should exhibit linear dependence with slopes equal to 8 or 9 and 2 (n) for Raman 

relaxations assisted by acoustic and optical phonons, or one and null for direct and quantum-

tunnelling processes. Occasionally, several mechanisms can act in the same temperature region, 

fading the assumed linear dependences. However, this is not the case for 1. Whereas the HT 

relaxation under lower dc magnetic fields is governed by a combination of Raman and quantum-

tunnelling processes, the LT relaxation for any working dc magnetic field fits well with a single 

Raman mechanism with n2 values from 1.0 to 1.9 (Table S9). Instead, n1 takes values close to 

eleven in the HT relaxation. The n2 value of 1.9 at 1.0 kOe for the LT relaxation points to a 

Raman mechanism assisted by optical phonons. However, the rest of the n2 values are closer to 

unity, and the uncertainty associated with the complex analysis makes us think instead of a 

direct mechanism. Thus, the QT process is not registered under a dc magnetic field of 5.0 kOe, 

HT and LT relaxations fuse, and an unambiguous direct mechanism emerges. Similarly, the n1 

value for the HT relaxation is slightly oversized, but, at 5.0 kOe, it is reduced to that expected 

for a Raman mechanism assisted by phonon acoustic (Table S9). In short, the magnetic 

relaxation in 1 is governed by competing quantum-tunnelling, direct and Raman processes, the 

latter being operative above 4.0 K. 
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Fig. 7 Ln() vs ln(T) plots for the calculated magnetic relaxation times () of 1 under dc static fields of 1.0 (blue), 

2.5 kOe (red), and 5.0 kOe (green) for the two competing relaxation processes, one of them predominating at low 

temperatures (a) and other at higher ones (b). Standard deviations appear as vertical error bars. Solid lines are the 

best-fit curves simulated by combinations of quantum-tunnelling and Raman mechanisms. More details in the 

main text. 

 

Conclusions 

The unprecedented -conjugated benzothiadiazole Schiff base ligand HL, prepared by 

a straightforward strategy involving the reaction of 4-amino-benzothiadiazole with ortho-

vanillin, is provided with interesting abilities as tridentate monoanionic NNO ligand in its 

phenolate form. We have investigated in this work its neutral cobalt(II) complex CoL2 where 

the metal ion is bis(chelated) by two ligands within a slightly distorted octahedral coordination 

geometry. The importance of the -conjugated heterocyclic framework is highlighted in the 

solid state by the establishment of π-π interactions between the phenolate and BTD units and 

between the thiadiazole rings. The - stacking of the BTD ligands promotes the existence of 

antiferromagnetic intermolecular magnetic interactions, with a DFT calculated value for the 
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magnetic coupling j = –0.07 cm–1, in agreement with that found from the experimental data. 

The static magnetic behaviour of the complex can be analysed either by considering a spin-

orbit coupling mechanism or a zero-field splitting one. Ac magnetic susceptibility 

measurements show the presence of out-of-phase signals upon applying dc magnetic fields of 

1000 and 2500 G, thus indicating that the mononuclear complex CoL2 constitutes a new 

example of field-induced mononuclear single-molecule magnet (SMM). Further work will be 

devoted to the investigation of other metal centres and the attachment of two ortho-vanillin 

fragments on the BTD platform. 

 

Experimental 

General procedures 

All the reactions were carried out under ambient conditions with HPLC-grade solvents. 

Nuclear magnetic resonance spectra were recorded on a Bruker Avance DRX 300 spectrometer 

operating at 300 and 75 MHz for 1H and 13C, respectively. Chemical shifts are expressed in 

parts per million (ppm) downfield from external TMS. The following abbreviations (δ) are 

used: s, singlet; d, doublet; t, triplet; m, massif.  MALDI-TOF MS spectra were done on a 

Bruker Biflex-IIITM apparatus, equipped with a 337 nm N2 laser. Elemental analysis were 

recorded using a Flash 2000 Fisher Scientific Thermo Electron analyzer.  The IR spectra were 

performed on an ATR Bruker Vertex 70 spectrophotometer in the range 4000-400 cm-1. Signal 

intensities (height) are denoted by the following abbreviations: vs-very strong, s-strong, m-

medium and w-weak. 

 

Synthesis 

2-[(2,1,3-benzothiadiazol-4-ylimino)methyl]-6-methoxyphenol (HL). 4-amino-2,1,3-

benzothiadiazole 3 (4.97 g, 32.86 mmol) was dissolved in ethanol, and then ortho-vanillin (4.97 

g, 32.86 mmol) was added. The mixture was stirred at 80 °C during 4 h.  The orange-red 

precipitate formed during the reaction was filtered off and washed with ethanol. Yield: (7.59 g, 

81%). Elemental Analysis calcd. (%) for C14H11N3OS: C, 58.93; H, 3.89; S, 11.24; N, 14.73. 

Found: C, 58.72; H, 3.93; S, 11.29; N, 14.96. IR (ATR, cm-1): 2933w, 1592s, 1570s, 1516s, 

1463m, 1448vs, 1418vs, 1338m, 1320m, 1271vs, 1252s, 1211vs, 1169m, 1154m, 1066s, 1047s, 

964s, 904s, 834vs, 808vs, 781vs, 741vs, 728vs, 652m, 622m, 600m, 557m, 511s, 492vs. Exact 

mass, m/z 285.0571. 1H NMR (300 MHz, CDCl3) δ: 13.85 (s, 1H), 9.59 (s, 1H), 7.92 (d, J = 

8.8 Hz, 1H), 7.70 – 7.63 (m, 1H), 7.49 (d, J = 8.0 Hz, 1H), 7.14 (d, J = 7.7 Hz, 1H), 7.04 (d, J 
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= 8.0 Hz, 1H), 6.93 (t, J = 7.9 Hz, 1H), 3.97 (s, 3H). 13C NMR (76 MHz, CDCl3) δ: 166.94, 

156.41, 152.00, 149.81, 148.71, 139.18, 129.98, 124.53, 122.20, 119.97, 119.53, 118.83, 

115.47, 56.42. 

[CoL2] complex (1). To a red-orange solution of НL (20 mg, 0.070 mmol) and triethylamine 

(0.01 mL, 0.070 mmol) in methylene chloride (3 mL), was added a solution of cobalt(II) acetate 

tetrahydrate (9 mg, 0.035 mmol) in methanol (3 mL). The reaction mixture was magnetically 

stirred at 65 °C for 2 hours. After 1-3 days of slow evaporation, brown needle-shaped crystals 

of the complex [CoL2]·CH2Cl2 were collected by filtration. Yield: 15 mg (61.0 %).  Elemental 

Analysis calcd. (%) for C29H22Cl2CoN6O4S2: C, 48.89; H, 3.11; S, 9.00; N, 11.80. Found (%): 

C, 49.12; H, 2.98; S, 9.12; N, 12.65. IR (ATR, νmax cm-1): 1740m, 1585s, 1526s, 1419vs, 

1395vs, 1236s, 1201vs, 1166s, 1079s, 1059s, 977m, 900m, 846s, 800m, 732vs, 666m, 597m, 

547m, 522m, 512m, 486m, 413m. MALDI-TOF MS: m/z = 343.0 [CoL]+. 

 

DFT study on HL and [CoL2]·CH2Cl2: Geometries and magnetic interactions  

Optimized geometries for the HL ligand and the [CoL2] complex were performed using the 

Gaussian 09 package, 67  with the PBE1PBE functional 68  and TZVP 69 , 70  basis set. These 

optimized geometries were then confirmed as global minima by frequency calculations. 

Starting geometries for both ligand and complex were derived from the X-ray structure. For the 

calculations on the [CoL2] complex, a polarizable continuum model (PCM) was used with the 

parameters corresponding to the acetonitrile in order to avoid the usual electronic 

overdelocalization in DFT calculations.71 

Intermolecular magnetic interactions through - stacking of the BTD ligand of two 

neighbouring mononuclear complexes were performed on the crystallographic coordinates. 

This study was also carried out by DFT type calculations through the Gaussian 09 package by 

using the PBE1PBE, also hybrid B3LYP, and its long-correlated version CAM-B3LYP 

functionals,68,72,73,74,75 the quadratic convergence approach and a guess function generated with 

the fragment tool of the same program.67 The magnetic coupling states were obtained from the 

relative energies of the broken-symmetry (BS) singlet spin states from the high-spin state with 

parallel local spin moments (6j). More details about the broken-symmetry approach to evaluate 

the magnetic coupling constants can be found in the literature.76,77,78 

 

Ab initio calculations on the zfs tensor in [CoL2]·CH2Cl2 

The parameters that determine the axial (D) and rhombic (E) components of the local 

zero-field splitting (zfs) of 1 were estimated from theoretical calculations based on a second-
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order N-electron valence state perturbation theory (CASSCF/NEVPT2),79,80,81  which often 

provides accurate values of the nearby excited states energies and for the zfs tensor of 

mononuclear first-row transition metal complexes. Calculations were carried out on the 

experimental geometries with version 4.0.1 of the ORCA programme82 using the def2-TZVP 

basis set proposed by Ahlrichs70,83 and the auxiliary TZV/C Coulomb fitting basis sets.84,85,86 

The contributions to zfs from 10 quartet and 20 doublet excited states generated from an active 

space with seven electrons in five d orbitals were included using an effective Hamiltonian. 

RIJCOSX method was used combining resolution of the identity (RI) and ”chain of spheres” 

COSX approximations for the Coulomb and exchange terms, respectively.87,88,89 

 

Magnetic measurements and EPR spectroscopy 

Variable-temperature (300-1.9 K) direct current (dc) magnetic susceptibility 

measurements under applied fields of 0.1 (T < 0 K) and 1.0 kG (T ≥ 50 K) and variable-field 

(0-5 T) magnetization measurements at 2.0 K for a polycrystalline sample of [Co(L)2]·CH2Cl2 

where carried out with a Quantum Design SQUID magnetometer. Alternating current (ac) 

magnetic susceptibility measurements under different applied dc magnetic fields covering the 

0-2500 G at low temperatures (2.0-7.0 K) were performed with a Quantum Design Physical 

Property Measurement System (PPMS). The magnetic susceptibility data were corrected for 

the diamagnetism of the constituent atoms and the sample holder (a plastic bag). Dc and ac 

measurements were done by crushing the crystals in order to prevent any displacement caused 

by the magnetic anisotropy. The Q- and X-band EPR spectra of a powdered sample of 

[Co(L)2]·CH2Cl2 was registered at 4.0 K with a Bruker ER 200 spectrometer equipped with a 

helium continuous-flow cryostat. Spectra were simulated using the Matlab toolbox EasySpin.90  
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