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A B S T R A C T
Background and Objectives In order to study neural plasticity in immature brain following early
brain lesion, large animal model are needed. Because of its morphological similarities with the human
developmental brain, piglet is a suitable but little used one. Its study from Magnetic Resonance
Imaging (MRI) requires the development of automatic algorithms for the segmentation of the different
structures and tissues. A crucial preliminary step consists in automatically segmenting the brain.
Methods We propose a fully automatic brain segmentation method applied to piglets by combining
a 3D patch-based U-Net and a post-processing pipeline for spatial regularization and elimination of
false positives. Our approach also integrates a transfer-learning strategy for managing an automated
longitudinal monitoring evaluated for four developmental stages (2, 6, 10 and 18 weeks), facing the
issue of MRI changes resulting from the rapid brain development. It is compared to a 2D approach and
the Brain Extraction Tool (BET) as well as techniques adapted to other animals (rodents, macaques).
The influence of training patches size and distribution is studied as well as the benefits of spatial
regularization.
Results Results show that our approach is efficient in terms of average Dice score (0.952) and
Hausdorff distance (8.51), outperforming the use of a 2D U-Net (Dice: 0.919, Hausdorff distance:
11.06) and BET (Dice: 0.764, Hausdorff distance: 25.91). The transfer-learning strategy achieves a
good performance on older piglets (Dice of 0.934 at 6 weeks, 0.956 at 10 weeks and 0.958 at 18
weeks) compared to a standard training strategy with few data (Dice of 0.636 at 6 weeks, 0.907 at 10
weeks, not calculable at 18 weeks because of too few training piglets).
Conclusions In conclusion, we provide a method for longitudinal MRI piglet brain segmentation based
on 3D U-Net and transfer learning which can be used for future morphometric studies and applied to
other animals.

1. Introduction
Cerebral Palsy (CP) is the most common motor disabil-

ity in childhood. It results from a permanent early brain
lesion occurring in developmental brain [1]. Presently, no
curative therapies are available to cure the brain damage.
In the past decades, interest has grown on the mechanisms
of brain plasticity after early brain lesion. Understanding
the complex process of such post-lesional neuroplasticity
occurring in an immature brain is a fast-growing field of
neuroscientific research that has the potential to prompt
more targeted and evidence-based interventions in order to
enhance reorganization of neural functions (i,e. neural plas-
ticity). Animal models [2] are needed to better understand
in vivo mechanism of early brain lesion and neuroplasticity
as they offer controlled experimental conditions. Whereas
CP rodent model exists [3], compare to human, these latter
may have potential bias and differences and omit important
context, possibly hampering reliable translational outcomes.
Thus, other animal models are required [2]. Piglet model
seems to be a good candidate to examine early brain plas-
ticity in a context of CP.

The use of the piglet as an animal model for study-
ing infant brain development is increasing [4]. Indeed, the
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anatomical characteristics of the piglet brain, including its
growth and maturation of myelin, are very similar to those
of the human-being [5]. Thus, the piglet model makes it
possible to better understand the process of brain maturation
and to analyze future neurodevelopmental disorders [6]. To
this end, a piglet model reproducing the lesion has been
developed [7].

In order to quantify the consequences of the lesion on
brain development at a macroscopic scale, magnetic reso-
nance imaging (MRI) is a suitable tool [4]. Nevertheless,
it is necessary to develop MRI image analysis algorithms
such as the segmentation of brain structures and tissues or
some morphometric analyzes which will allow quantitative
longitudinal monitoring of brain development. The devel-
opment of this type of automatic algorithms is essential to
facilitate the study of large animal models for which little
data is available. The goal is to set up automatic MRI image
processing techniques on piglets equivalent to those existing
for the human or the infant brain [8]. The absence of such
tools for the piglet is explained by the few existing studies
on this model. Some works were conducted on the minipig
(Göttingen [9], Yucatan [10]) and the domestic pig [11] but
only two studies dealing with the creation of a template of the
piglet brain appear in the literature [4, 12]. Their aim was to
automate the segmentation of brain structures using an atlas
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Figure 1: Overview of the proposed automatic piglet brain segmentation method on T1 MRI. The upper part illustrates the
principle of transfer learning applied as the brain develops (intensification of contrasts, fat formation, growth). The lower part
details the proposed segmentation pipeline (deep learning and post-processing).

approach. However, a preliminary step to these volumetric
analyzes remains a challenge: piglet brain segmentation.

Currently, the brain mask is entirely manually drawn by
an operator using dedicated software (ITKSnap1, MITK2).
This is a long operation (approximately 1h30 per MRI)
unsuitable for building large datasets of segmented piglet
brains. Therefore, it is necessary to find an alternative to
automate the segmentation of the piglet brain on MRI. Our
purpose is to propose an efficient method on the piglet but
also generic enough to be transposed to other large animal
models. Moreover, one expects that this method remains
efficient even with relatively small training dataset, without
requiring any atlas (i.e. atlas-free approach), compared to

1http://www.itksnap.org/pmwiki/pmwiki.php
2https://www.mitk.org/wiki/The_Medical_Imaging_Interaction_

Toolkit_(MITK)

other related works [13].
The proposed approach is based on a deep learning

semantic segmentation (U-Net [14]). The use of deep neu-
ral networks for brain segmentation has already shown its
performance on child’s brain MRI especially on the fetus
MRI. Thus, Ebner et al. [15] proposes a pipeline for the
reconstruction of the fetal brain starting with a skull strip-
ping using 2D Convolutional Neural Network (CNN) while
Salehi et al. [16] considers brain segmentation with a 2D U-
net. However, the use of 3D Convolutional neural networks
for the segmentation of animal brains is still little exploited
despite good results in rodents (PCNN3D [17]) or macaques
(DIKA-Nets [18]). It has never been used to segment a piglet
brain.
In addition, in order to connect general context and local
information during deep learning training, we propose a 3D
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patch-based approach, as recently proposed for the analysis
of brain human MRI [19, 20]. The 3D patches U-Net with
patch selection strategy focusing on the brain contour areas
constitutes the first originality of this contribution.

Investigating about the impact of early brain lesion on
neurodevelopment and neural plasticity requires a longitudi-
nal monitoring of brain development. For this, it is necessary
to provide a solution allowing to accurately segment the
brain from MRI at any stage of the maturation process
(longitudinal brain segmentation). However, the brain under-
goes very rapid and significant transformations in the first
months of its existence (intensification of tissue contrasts,
formation of fat on the periphery, growth in brain volume)
which may reduce the performance of a network trained at
a young age [4]. Furthermore, the experimental conditions
can sometimes lead to a smaller dataset over time, making it
difficult to train a deep neural network at each stage of devel-
opment. To overcome this challenge, we consider a transfer-
learning strategy that leverages the young piglets dataset (2-
week-old) to pretrain our 3D U-Net and then transfer this to
the small training sample of older piglets. In this way, the
brain segmentation at each stage of development is achieved
through a pretrained network with the brain characteristics
of the previous stage of development. The use of transfer
learning for brain segmentation has shown its ability, in
particular, to transfer good performance from the human
brain to the brains of non-human primates or adult pigs [21].
However, it has never yet been tested for a longitudinal study
of the porcine brain, this constituting the second originality
of this contribution.

Many techniques already exist for the segmentation of
the human brain like BET (Brain Extraction Tool - based on
deformable models) [22]. Compared to human brain, being
a large structure surrounded by highly contrasted skull, one
considers piglet brains, being a small structure surrounded
by muscles and fats [12]. Concerning the brain segmentation
of other animals, one can mention works related to pigs [21],
macaques (DIKA-Net [18], atlasBREX [13]) and rodents
(2D U-Net [23], PCNN3D [17], RATS [24] and atlasBREX).
Our proposal differs from existing techniques because it
considers a 3D patch-based approach (only 2D in [23], 3D
without patches in [21, 17]), it is atlas-free (unlike [13])
and addresses the issue of longitudinal monitoring (out of
the scope of many related works [17, 24, 21, 23]) by using
transfer learning (ignored in [18]).

The dataset and methods are detailed in Section 2. Exper-
iments and results are presented in Section 3 and discussed
in Section 4, before concluding this paper in Section 5.

2. Material and methods
Figure 1 gives an overview of the proposed method using

an example of T1 MRI of a piglet considered in the study. A
first network is trained at 2 weeks (𝑡0) from the available MRI
dataset (see Figure 1 - bottom).

From an annotated training dataset of piglets MRI (de-
picted on a blue background), 3D overlapping patches of
dimension 323 voxels are extracted. The extracted patches
are used to train a neural network to segment the piglet’s
brain on MRI. The model considered is a U-Net network
receiving as input 3D patches of dimension 323 voxels of
the T1 MRI and giving as output patches of the same size
with the segmentation of the brain. Thus, to infer on a new
piglet MRI (depicted on a pink background), we first divide
it into adjacent patches of this dimension which will pass
through the U-Net network in order to be segmented. The
segmented patches constituting the MRI are then aggregated
to reconstitute the whole volume and obtain a first version
of the brain mask. The latter then goes through a post-
processing chain detailed in Section 2.4 consisting of a con-
servation of the largest connected component, a smoothing
and a 2D spatial regularization by conditional random fields
as presented in [25, 26]. It is followed by a morphological
dilation to provide a precautionary margin for the subsequent
stages of segmentation of internal brain structures.

A second U-Net network is trained 4 weeks later (𝑡1)
from a smaller dataset (see Figure 1 - top). To compensate
for this little data, a transfer learning mechanism is used
to transfer the characteristics learned at 2 weeks (𝑡0). This
logic is repeated at each stage of development to ensure
a longitudinal monitoring. This means that at stage 𝑡2 (10
weeks), another U-Net is trained from the available data and
the transfer of characteristics learnt at stage 𝑡1 (6 weeks).

We then detail our dataset (Section 2.1), the architecture
of the considered U-Net (Section 2.2), the patch extraction
strategy chosen for network training and inference (Section
2.3), the post-processing pipeline (Section 2.4) as well as the
transfer learning used for longitudinal study (Section 2.5).
2.1. Dataset

Our method is evaluated using 27 piglets (26 males and
1 female). These piglets were followed during their first
4 months of life as part of the REPAR project [7] which
seeks to characterize the consequences of cerebral palsy on
neurodevelopment using the piglet as an animal model. In
this context, an early brain lesion is induced on these piglets
at 2 weeks by injection of endothelin. To characterize the
impact of the lesion at the macroscopic level, a 3D T1 MRI
is acquired at different stages of development (2 weeks, 6
weeks, 10 weeks and 18 weeks) for each piglet. In order to
reduce the suffering of the animal linked to the MRI scan, a
general anesthesia of the piglets by intramuscular injection
of 20 mg/kg of ketamine (Imalgene 1000) and 2 mg/kg of
xylazine (Rompun 2%) is implemented. It is then maintained
by inhalation of 1% isoflurane conveyed by oxygen and put
on respiratory assistance for the animal with a volume of
30 mL and at a frequency of 20/min. In addition, a weaning
of the piglet adapted to its young age based on "Friandine"
granules is implemented as it is done in breeding.

Due to the induced lesion and sacrifices made to com-
plete the study at a microscopic level (histological sections),
some piglets died during the study period. Therefore, the
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Table 1
Dataset for each developmental stage studied

Age (weeks) Number of 3D T1 MRI Mean brain volume
2 27 53.25 (± 7.20) 𝑐𝑚3

6 17 71.85 (±10.71) 𝑐𝑚3

10 14 92.59 (±5.79) 𝑐𝑚3

18 5 118.5 (±13.6) 𝑐𝑚3

amount of MRI data available decreases with the age of the
piglets. Thus, the data used at each stage of development are
as detailed in Table 1.

The 3D T1 images are of size 256x384x384 voxels with a
spatial resolution of 0.5x0.5x0.5 𝑚𝑚3. The brain volume is
evaluated with the manual delineation carried out with the
ITKSnap software.
2.2. U-Net network architecture

The U-Net network is a standard architecture for the
segmentation of medical images [14]. The U-Net model is
an extension of fully convolutional networks (FCN) [27].
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Figure 2: Architecture of the implemented U-Net

The FCN architecture consists of a so-called encoding
path where the input is down-sampled using successive con-
volution and maxpooling operations. The resulting feature
map is fed into an activation map to predict the class of each
pixel. The U-Net network (Figure 2) also has this encoding
path but it is followed by another so-called decoding path
almost similar to the encoder path, thus giving the U-shaped
architecture. During decoding path, pooling operations are
replaced by oversampling operations.

Figure 2 represents the architecture of the implemented
U-Net. It receives as input patches of dimension 323 and
produces two segmentation maps of dimension 323 corre-
sponding to the two classes (background and brain) after
applying a Softmax function. All convolution operations are
done with padding.

2.3. 3D patches strategy
U-net architecture has shown great performance for im-

age segmentation [19]. However, the larger the input image
size, the more GPU (Graphics Processing Unit) memory
capacity is required for training. Additionally, when the
architecture takes the entire MRI or a slice of the MRI as
input, the model tends to miss detail in some areas of the
image (issue of unbalanced classes [19]). To overcome this
problem, we propose a patch-based approach which has the
advantage of being more precise (the network can focus on
information local to the patch) while requiring less memory
for training and inference, thus reducing computation times.

In order to enrich the context information contained in
the patch, a good solution consists in using 3D patches which
benefit from the context in the 3 directions (axial, coronal
and sagittal) [20], compared to a 2D approach focusing on 2
directions only and requiring an additional post-processing
step to merge 2D decisions.

Hereafter, we present the 3D patch extraction strategy for
both training and inference steps.
2.3.1. Training

For training, we consider overlapping patches (Figure
1) because overlapping patches help the convolutional net-
work to see both the local and global context [20]. In fact,
the use of small 3D patches focuses on local information
(e.g. 32x32x32 local neighborhood). But the multiplicity of
patches covering a large area of the brain brings global infor-
mation to the network since each area is perceived through
several patches, each one providing its local information.
Indeed, the prediction of each voxel during training comes
from the decision of all the overlapping patches containing
this voxel (Eq.2).

For each voxel in each patch, the U-Net model provides
a probability of belonging to the brain. The network param-
eters are adapted to minimize the binary cross-entropy loss
function [28].

𝐿(𝑌 , 𝑦̂) =
∑

𝑖
−(𝑌𝑖 log(𝑦𝑖) + (1 − 𝑌𝑖) log(1 − 𝑦𝑖)) (1)

where 𝑌𝑖 is the real class of voxel 𝑥𝑖 (0 for background,
1 for brain) and 𝑦𝑖 is the probability of voxel 𝑥𝑖 of belonging
to the brain. If patches overlap, 𝑦𝑖 is averaged over all the
patches concerned according to the relation:

𝑦𝑖 =

∑

𝑝∈𝑃𝑖 Softmax𝑝(𝑦𝑖)
|𝑃𝑖|

(2)

with 𝑃𝑖 the set of patches containing 𝑥𝑖 and Softmax𝑝(𝑦𝑖)the prediction of belonging to the brain of the voxel 𝑥𝑖 in the
patch 𝑝 defined as such:

Softmax𝑝(𝑦𝑖) = exp𝑦𝑖

exp(1−𝑦𝑖) +exp𝑦𝑖
(3)
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where 𝑦𝑖 means classifying the voxel 𝑥𝑖 as brain and 1−𝑦𝑖as background.
Moreover, due to the fact that the brain occupies a rela-

tively small volume of the MRI (issue of the representativity
of the classes underlined in [20]), we impose the following
distribution of the training patches (Figure 3):

• 85% of patches contain brain
• 15% of patches contain head parts external to the brain
In order to learn more precisely the borders of the brain,

50% of brain patches are located at brain edges.

Figure 3: Training patches distribution (green: patches outside
the brain, blue: patches inside the brain, orange: brain contours
patches)

The selection of patches for each region (from annotated
images) is automatic and made according to the following
strategy:

• Patches outside the brain: For each patch, one ran-
domly select patches center 𝑂(𝑥, 𝑦, 𝑧) in the image. A
patch of dimension 323 is extracted around 𝑂. If the
patch contains voxels of either the brain or the back-
ground (outside the piglet head), it is rejected. The
random selection is repeated until having 0.15 ∗ 𝑁
patches,𝑁 being the total number of patches extracted
from one MRI.

• Patches inside the brain: random selection (uniform
distribution) of patches with a central voxel within 30
voxels of the barycenter of the brain. Note that the
first extracted patch has the barycenter of the brain as
central voxel. The random selection is repeated until
having 0.425 ∗ 𝑁 patches.

• Brain contours patches : For this part, the brain mask
boundary is retrieving on the ground truth to have a
binary image of the brain contour. For each patch,
one randomly select patches center 𝑂(𝑥, 𝑦, 𝑧) in the
image. A patch of dimension 323 is extracted around
𝑂. The patch is considered as correct if the proportion
of voxels located on the brain contour is higher than
1% i.e. if the patch is inside of a belt of the edge. This

low percentage is because the contour of the brain
is only one voxel in width so the proportion of edge
voxels can’t be high. The random selection is repeated
until having 0.425 ∗ 𝑁 patches.

2.3.2. Inference
For inference, we consider adjacent patches in order to

simplify the computations. Many studies have shown the
relevance of adjacent patches (Figure 1) for segmentation
purposes [19, 29].

Each MRI is divided into adjacent 3D patches covering
the whole image as illustrated in Figure 1 (bottom). For
each voxel 𝑥𝑖 of each patch 𝑝, the U-Net network returns a
probability vector 𝑣𝑖 of belonging to each class (background
or brain). Each voxel is assigned to the class of greatest
probability:

𝑦𝑖 = argmax 𝑣𝑖 (4)
The adjacent 3D patches are then aggregated to rebuild

the entire image (see Figure 1 - bottom).
2.4. Post-processing

The aggregation of the segmented patches after deep
learning produces a first mask of the piglet brain. Never-
theless, this mask is often irregular and may contain false
positives. Therefore, some post-processing operations are
applied.
2.4.1. Largest connected component

This operation eliminates potential false positives from
the image by considering the brain as the largest structure
detected during deep learning.

The segmentation obtained from deep learning is binary,
i.e. it classifies each voxel of the MRI into background and
brain, leaving the brain into a number of connected com-
ponents. Connected component labelling is used to detect
connected regions in the binary MRI. A 18-connectivity is
considered (Figure 4). Once all the regions classified as brain
are detected, the size of each one is determined by counting
its number of voxels. Only the largest one is kept, the other
regions are assigned to the background class.
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Figure 4: 3D Connectivity/Structuring element considered for
connected component labelling/morphological dilation.

2.4.2. Smoothing
A first step to correct irregularities of the mask consists

in smoothing it. Thus, a median filter of size 53 is applied
P. Coupeau et al.: Preprint submitted to Elsevier Page 5 of 17
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to the brain segmentation. To deal with edge problems, the
segmented 3D volume is zero-padded.
2.4.3. Spatial regularization

The second step to correct spatial irregularities of the
mask consists in applying conditional random fields (CRF)
as presented in [25]. CRF is a discriminative statistical
modelling method used when the class labels for different
inputs are not independent. It is therefore interesting to use
it in our case because the class label for the voxels depends
on the label of its neighboring voxels also. Indeed, if the
neighbors of a voxel belong to the brain, there is a high
probability that it too.
We consider a 2D spatial regularization, i.e. we apply the
conditional random fields slice by slice in order to reduce the
processing time. We consider that the previous smoothing is
sufficient to regularize the mask from one slice to another.

Let 𝑋𝑖 be the variable associated to voxel 𝑖 which repre-
sents the class assigned to voxel 𝑖 (1 for brain, 0 otherwise).
Let 𝑋 be the vector formed by 𝑋1, ..., 𝑋𝑁 with 𝑁 the total
number of voxels of the MRI. Given the image 𝐼 , the pair
(𝐼,𝑋) can be modelled as a CRF characterized by a Gibbs
distribution:

𝑃 (𝑋 = 𝑥|𝐼) = 1
𝑍(𝐼)

× 𝑒−𝐸(𝑥|𝐼) (5)

𝐸(𝑥) is the energy of the configuration 𝑥 and 𝑍(𝐼) the
partition function defined in [26]. According to [30], the
energy of a label assignment 𝑥 can be formulated as:

𝐸(𝑥) =
∑

𝑖
𝜙𝑢(𝑥𝑖) +

∑

𝑖,𝑗∈𝑖

𝜙𝑝(𝑥𝑖, 𝑥𝑗) (6)

𝜙𝑢(𝑥𝑖) is the unary energy component which measures
the inverse likelihood of voxel 𝑖 taking the class 𝑥𝑖 and
𝜙𝑝(𝑥𝑖, 𝑥𝑗) is the pairwise energy component measuring the
cost of assigning labels 𝑥𝑖, 𝑥𝑗 to voxels 𝑖 and 𝑗 simultane-
ously (𝑖 being the neighborhood of the voxel 𝑖). This latter
is modelized as weighted Gaussians [30].
The unary energy 𝜙𝑢 is defined from the labelling generated
by deep learning. For the pairwise energy 𝜙𝑝 defined in
[30], only the locations are considered, appearing sufficient
for regularization in this context. A Gaussian kernel is
considered with a symmetric normalization. The number of
inferences is set to 10.
2.4.4. Dilation

Once the false positives eliminated and the mask reg-
ularized, a dilation is applied to ensure a margin. More
concretely, it is preferable to have a brain mask slightly larger
than the brain rather than losing certain regions of edge.
Indeed, any loss will result in underestimated volumes of
brain tissue in future morphometric analyses.

The 3-dimensional binary dilation is realised with the
structuring element represented in Figure 4.

2.5. Transfer learning and longitudinal analysis
Transfer learning has exploded in popularity in the field

of machine learning [31] and more recently for brain seg-
mentation issues [21]. One of the main reasons for its suc-
cess regards its ability to use the knowledge acquired from
performing a task to solve a similar one (Figure 5). In fact,
transfer learning allows to leverage knowledge (features,
weights) from previously trained models for training newer
models and thus tackle problems like having less data for the
newer similar task. This fits perfectly with our case since we
have trained a 3D U-Net model with data from 15-day-old
piglets and we want to use it to automate brain segmentation
on older piglets, a population for which we have less data.
This lack of data often leads to poor performance of tradi-
tional machine learning algorithms [31]. Note that one also
considers data augmentation as a complementary technique
to overcome this lack of representativity [32].

Let’s assume that the brain segmentation of piglets at
stage 𝑡 − 1 corresponds to a 𝑇𝑠 task. Let’s call 𝑇𝑡 the task
of segmenting the brains of piglets at stage 𝑡. By applying
the model trained for 𝑇𝑠 to the older piglets, we should face
performance degradation for different reasons related to the
model’s bias towards training data and the fast changes of
the piglet brain.

Figure 5: Transfer learning: illustrated principle (𝑠 is relative
to the source domain (in our case the young piglets) and 𝑡 to
the target domain (the older piglets))

We are going to utilize the learning of 𝑇𝑠, and generalize
this knowledge (weights) for task 𝑇𝑡 (which has less training
data) as illustrated in Figure 5.

Following the notation of [33], we define a domain 𝐷
as a feature space 𝑋 = {𝑥1, ..., 𝑥𝑛} (set of grey levels of
the image voxels) . A task 𝑇 is composed of a label space
𝑌 = {0, 1} (0 corresponds to the background, 1 to the
brain label) and an objective predictive function 𝑓𝑡 which is
learned from the training data at stage 𝑡 (i.e. pairs of {𝑥𝑖, 𝑦𝑖}where 𝑥𝑖 ∈ 𝑋, 𝑦𝑖 ∈ 𝑌 and index 𝑖 denotes voxel 𝑖). The
transfer is done from a source domain and task to a target
domain and task.
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We will consider the source domain 𝐷𝑠 as being that
of T1 MRI of piglets at stage 𝑡 − 1 (for instance 2 weeks).
The target domain 𝐷𝑡 will be composed from T1 MRI of
piglets at stage 𝑡 (for instance 6 weeks). According to [34],
we face a problem of transductive transfer learning because
the domains 𝐷𝑠 and 𝐷𝑡 are different (different stages of
development) but the tasks 𝑇𝑠 and 𝑇𝑡 are the same (brain
segmentation).

To perform transfer learning, some approaches select
weights from first layers and adjust only the last layers
parameters [35]. This approach is explained by the fact that,
according to [36], features are more generic in early layers
and more specific in later layers. However, in this case, to
avoid arbitrarily splitting the network (first/last layers), all
weights Θ𝑡−1 are considered during the transfer from one
stage to another: the predictive function 𝑓𝑡 is initialized with
weights Θ𝑡−1. The learning will then consist in adapting the
network parameters Θ𝑡 to minimize the loss function:

Θ𝑡 = argmin
𝜃

1
|𝐷𝑡|

|𝐷𝑡|
∑

𝑖=1
𝐿(𝑓𝑡(𝜃,Θ𝑡−1, 𝑥𝑖,𝑡), 𝑦𝑖,𝑡) (7)

with |𝐷𝑡| the dimension of the domain at stage 𝑡 and 𝐿 the
loss function namely in this case the binary cross-entropy
loss function defined by Eq.1.

Only 𝑓𝑡0 is initialized with random weights since it does
not have a previous study stage from which to initialize its
weights. Then, at stage 𝑡1 (6 weeks), the transfer learning
procedure presented above is applied from data of 2-week-
old piglets. For the 𝑡2 stage,𝐷𝑠 will consist of the 6-week-old
piglets and 𝐷𝑡 will consist of the 10-week-old piglets. The
network trained for the 6-week-old piglets (from the 6-week-
old data and the feature transferred from the 2-week-old
piglets) is loaded and re-trained with the 10-week-old piglet
MRI. This means that the network trained at 10-week-old
will benefit from the transfer of features from the previous
two developmental stages. The mechanism is repeated à 𝑡3(18 weeks) thus ensuring an automatic longitudinal monitor-
ing.

3. Experiments
We present in this section, the evaluation protocol (Sec-

tion 3.1) as well as the results of our experiments (Section
3.2). In section 3.2, results related to the use of 3D patches,
spatial regularization, transfer learning and comparison with
state of the art are addressed.
3.1. Evaluation protocol

All the experiments are carried out in a Python environ-
ment on 64-bit Windows with an Intel Core i7 @ 2.70 GHz
CPU with 32GB of RAM and an Nvidia Quadro RTX 3000
GPU. To implement the U-Net architecture and perform the
deep learning experiments, we use the PyTorch library3. The

3https://pytorch.org/

detailed parameters of the considered network are given in
Section 2.2. Spatial regularization with CRF is carried out
using the pydensecrf library 4.

For the experiments at the first stage of development,
that is the 27 two-week-old piglets, we divide our dataset as
follows: 7 piglets (and therefore 7 MRI) are used for training,
2 piglets for validation and 18 piglets for test. The model
is trained with "Stochastic Gradient Descent (SGD)" on 75
epochs from mini-batches of size 8. A strategy of reduction
of the learning rate on plateau is used with an initial learning
rate 𝐿𝑟0 = 0.1 and a reduction factor 𝜎 = 0.01. The cross-
entropy loss function mentioned in Section 2.3.1 (Eq.1) is
considered.

To train the U-Net network and assess the quality of the
segmentations obtained, we consider as a reference a manual
segmentation of the brain carried out with the ITKSnap
software. From a quantitative point of view, we calculate the
Dice [37] measuring the similarity between the ground truth
𝐼 and the predicted segmentation 𝐼 ′:

Dice(𝐼, 𝐼 ′) = 2|𝐼 ∩ 𝐼 ′|
|𝐼| + |𝐼 ′|

(8)

where |.| represents the cardinality of the set.
We also break down the Dice into precision and recall for

some experiments. In fact, in order to subsequently segment
the brain structures and tissues, an important criterion is not
to loose any part of the brain. For this, we make sure to
maximize the recall while ensuring acceptable precision.

Furthermore, the Hausdorff distance (HD) [38] and the
average symmetric surface distance (ASSD) [39] between
the ground truth and the predicted mask is evaluated. The
Hausdorff distance between two sets 𝐼 and 𝐼 ′ is the maxi-
mum distance between a point of 𝐼 and the closest point of
𝐼 ′. It is defined as:

HD(𝐼, 𝐼 ′) = max(max
𝑎∈𝐼

min
𝑏∈𝐼 ′

|𝑏− 𝑎|,max
𝑏∈𝐼 ′

min
𝑎∈𝐼

|𝑎− 𝑏|) (9)

The average symmetric surface distance between two
sets 𝐼 and 𝐼 ′ is the average of all distances between the points
of 𝐼 and the closest point of 𝐼 ′ and vice versa (𝐼 ′ to 𝐼). The
distance of a voxel 𝑎 to the surface of 𝐼 ′ is given by 𝐷𝐼 ′ (𝑎).

ASSD(𝐼, 𝐼 ′) = 1
|𝐼| + |𝐼 ′|

×(
∑

𝑎∈𝐼
𝐷𝐼 ′ (𝑎)+

∑

𝑏∈𝐼 ′
𝐷𝐼 (𝑏)) (10)

The size of the patches used to train the model is im-
portant because it affects the amount of considered local
information [20]. Thus, we study the impact of the size of
the patches considered by comparing the use of patches of
size 323 and 643 voxels.

Likewise, we compare our training patch selection strat-
egy with others in order to define the importance of patch

4https://github.com/lucasb-eyer/pydensecrf
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distribution between the brain and the rest of the image
as well as the impact of a specific over-training of region
boundaries. Three strategies are considered:

• Patch strategy 1: Fully random distribution of patches.
• Patch strategy 2: 15% of patches outside the brain /

85% of patches uniformly distributed in the region of
the brain around the barycenter.

• Patch strategy 3: Our strategy (detailed in Section
2.3) that is 15% of the patches outside the brain /
42.5% of the patches uniformly distributed in the
region of the brain around the barycenter / 42.5% of
the patches focused on the contours of the brain.

Secondly, we study the benefits of considering final post-
processing operations (spatial regularization with CRF and
morphological dilation).

To show the relevance of the 3D patch-based strategy,
we compare the performance of our patch-based 3D U-Net
to the use of a 2D U-Net like the one considered for the
segmentation of the fetal brain in [16] or the rodents in [23].
As for our 3D patch-based U-Net, the 2D U-Net is trained
with "Stochastic Gradient Descent" (SGD) on 75 epochs
from mini-batches of size 8. To compensate for the few
training data, a data augmentation strategy is implemented
with random bias field and random motion to create "real-
istic" data. This comparison is done with and without the
use of conditional random fields in order to highlight the
benefit of the patch strategy independently of any spatial
regularization.

Then, we compare our method with the Brain Extraction
Tool (BET) provided in FSL 5.We justify the choice of BET
by the fact that it is a standard for the automatic extraction
of the human brain on MRI offering good results [22].
In addition, the tool is based on deformable models and
therefore does not depend on the amount of available data,
unlike other brain segmentation methods based on a template
[13].

We complete our comparison with state of the art by
positioning our performances in relation to methods applied
to other animal models: macaques [18, 13], rodents [17, 23,
24, 13] and pigs [21]. This report of performance of related
works is for information purposes since dataset are different
and all third party codes are not freely available [18, 21, 23].

Finally, we address the issue of the fast development
of the porcine brain during the first weeks by evaluating
our algorithm and the impact of transfer learning on older
brains (6 weeks, 10 weeks and 18 weeks). At each stage of
development 𝑡𝑖, we compared 3 different strategies in order
to find the most efficient one for learning the age-related
variability of the brain while taking into account the fact that
few MRI are available :

5https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/BET/UserGuide

Table 2
Dataset splitting for deep learning. The numerical values
correspond to the number of piglets used for each process.

Age Train Validation Test
2 weeks 7 2 18

6 weeks 4 2 11

10 weeks 4 2 8

18 weeks 2 1 2

• Train strategy 1: Application of the network trained
at stage 𝑡𝑖−1 (network trained on 15-day-old piglets
applied to 6-week data, network trained on 6-week-
old piglets applied to 10-week data and so on). It is
the strategy to consider that the requested task is the
same and that the network trained at stage 𝑡𝑖−1 will be
more efficient due to the larger amount of data. If this
strategy works it means that between stages 𝑡𝑖−1 and
𝑡𝑖, piglet brain varies little.

• Train strategy 2: Training of a new network with the
few data available at stage 𝑡𝑖. It is the strategy of train-
ing a network specific to each stage of development
to face age-related variability despite the decreasing
number of MRI data as the piglets get older.

• Train strategy 3: Our strategy (detailed in Section
2.5) which consists in using transfer learning to sup-
plement the features learned at 𝑡𝑖−1 by the data of
piglets at stage 𝑡𝑖.

For each stage of development, we divide the available
dataset (presented in Section 2.1) as detailed in Table 2.
3.2. Results

In this section, we present the results obtained for the
experiments according to the previously described protocol.
Results for 3D patches, final post-processing benefits and
comparisons with state of the art including 2D U-Net and
BET are obtained at stage 𝑡0 corresponding to 2-week-old
piglets.
3.2.1. Training patches size and distribution

Figure 6: Examples of segmentations obtained on one piglet
depending on the size and number of patches used (from left
to right 300x643, 300x323, 700x323)
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Table 3
Comparison of the training runtime and performance of the
U-Net network according to the number and size of patches
used (values averaged over 18 piglets). na: not available.

Patches Dice HD ASSD Training
300x643 0.918 30.23 2.68 4hrs30

300x323 0.879 21.24 3.83 1hrs10

700x643 na na na more than 7hrs

700x323 0.951 20.24 1.49 2hrs30

Table 4
Comparison of the performance of the U-Net according to the
distribution of training patches (average over 18 piglets)

Precision Recall Dice HD ASSD

Strategy 1 0.861 0.653 0.757 24.42 5.81

Strategy 2 0.899 0.911 0.905 45.70 4.31

Strategy 3 0.959 0.943 0.951 20.24 1.49

Using small patches (323) significantly reduces training
runtimes compared to larger patches (643) as shown in
Table 3 (average over 18 piglets). However, they contain less
information on the context, which degrades the results as it
can be observed in Table 3 and Figure 6. Only the Hausdorff
distance is improved by using smaller patches since they
concentrate local information with greater precision.

Table 3 also shows that the results are better when
increasing the number of small patches per MRI to 700
(probably due to more frequent patch overlap). Patches of
size 323 allow to reach an average Dice of 0.951 compared
to 0.918 with the patches of size 643 while almost halving
training runtime. The average Hausdorff distance is reduced
to 20.24. Finally, the average surface distance is improved
(1.49 with 323 patches versus 2.68 with 643 patches). These
results are illustrated by the image to the right in Figure 6 on
which the piglet brain is segmented more accurately.

Table 4 compares the performance of the network ac-
cording to the distribution of the 700 training patches of size
323.

We can see that by ensuring that 85% of the training
patches contain parts of the brain (strategy 2), we can signif-
icantly improve, compared to strategy 1, the performance of
the network (+ 0.148 for Dice, -1.50 for ASSD). The recall
(since our main goal is to maximize it) is increased by 0.258.
However, the average Hausdorff distance is significantly
degraded due to the lack of training patches taken outside
of the brain area or at its boundary (lack of balanced rep-
resentativity). This significant degradation of the Hausdorff
distance can be explained by the gross errors related to two
specific piglets (piglets 15 and 17) as illustrated in Figure 7 -
bottom (HD graph). The errors on these two piglets are also
reflected in the graph by a smaller Dice.

Figure 7: Detailed performance results (Dice and HD) obtained
on the eighteen 2-weeks test piglets (P1 to P18) with the three
strategies of training patches distribution.

According to Table 4, best results are obtained by con-
sidering the contour approach (strategy 3) which further
improves segmentation performance (+0.046 for Dice, -2.82
for ASSD, -25.46 for HD compared to strategy 2). In Figure
7, we can clearly see that strategy 3 (our strategy) offers the
best Dice for each piglet of the test dataset. Regarding the
Hausdorff distance, it gives, on average, the best results even
if, for some specific piglets, performance is not so good than
with strategy 1 (piglets 2, 5, 7 and 15).
3.2.2. Post-processing: spatial regularization and

dilation
In Figure 8, we can observe that spatial regularization

using conditional random fields (CRF) corrects the irregu-
larities of the segmentation at brain boundaries. According
to the two first lines of Table 5, it appears that the use of CRF
is relevant : it halves the Hausdorff distance and reduces the
average symmetric surface distance. Adding this operation
reasonably increases the MRI processing runtime. However,
spatial regularization also degrades the recall making the
Dice slightly lower (0.948 vs 0.951 without CRF).

Improving recall is the goal of morphological dilation
applied at the end of the process as explained in Section
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Table 5
Comparison of brain segmentations obtained with spatial regularization and dilation (IPP: initial post-processing, including largest
connected component and smoothing)

Precision Recall Dice HD ASSD Processing runtime

U-Net + IPP 0.959 0.943 0.951 20.24 1.49 1min

U-Net + IPP + CRF 0.978 0.918 0.948 9.33 1.43 1min46s

U-Net + IPP + CRF + Dilation 0.953 0.951 0.952 8.51 1.34 1min48s

Figure 8: Impact of conditional random fields on brain mask

2.4. In Table 5, we notice that using dilation increases the
recall from 0.918 to 0.951 and reduces the HD (8.51) and the
ASSD (1.34). This reflects a recovery of certain areas of the
brain that is initially lost. We can also note the good balance
between precision and recall resulting from morphological
dilation.

3.2.3. Comparison with state of the art
All the results are reported in Table 6. Only the 2D U-Net

and BET (2nd and 3rd lines of Table 6) have been applied to
our dataset (2-week-old piglets are considered) and provide
a real comparison with our method. The dataset size of 27
piglets includes the 7 training piglets, the 2 validation piglets
and the 18 test piglets. The other results (lines 4 to 9) were
obtained on different datasets (less reliable comparison).
The first lines of the table show that our method outperforms
2D U-Net and BET for the segmentation of 2-week-old
piglet brains. These results are detailed hereafter.

Table 7 reports the average results obtained on the 18
test piglets with our strategy and with a classic 2D U-Net
as used in [16, 23]. The use of a 2D approach without
post-processing produces a better Hausdorff distance (13.48)
than with a patch-based 3D U-Net (20.24). However, the
3D approach offers a higher Dice (0.951 versus 0.919) and
a smaller average symmetric surface distance (1.49 versus
2.16). These results can also be visualized in Figure 9. In
fact, we observe with piglet 1 that the 2D approach can lose
certain parts of the brain area (the upper part here) unlike
the patched-based 3D approach. Nevertheless, both piglets

Table 6
Comparison of the proposed method with state of the art skull-
stripping algorithms (T.L.: transfer learning from humans)

Animal Method Size dataset Dice HD
Piglets Our method 27 0.952 8.51
Piglets BET 27 0.764 25.91
Piglets 2D U-Net 27 0.919 11.06

Macaques DIKA-Net [18] 155 0.964 1.47

Macaques/
Rodents atlasBREX [13] 8/6 0.950 /

Rodents PCNN3D [17] 6 0.930 /
Rodents 2D U-Net [23] 132 0.940 6.81
Rodents RATS [24] 22 0.920 13.6

Pigs T.L. [21] 3 0.930 /

Table 7
Comparison of the performance of the 2D U-Net network and
our patch-based 3D U-Net (mean calculated over the 18 test
piglets). FPP: final post-processing including spatial regular-
ization and dilation. Conservation of the largest connected
component and smoothing is performed in all cases.

Dice HD ASSD

2D U-Net 0.919 13.48 2.16

patch-based 3D U-Net 0.951 20.24 1.49

2D U-Net with FPP 0.919 11.06 2.14

patch-based 3D U-Net with FPP 0.952 8.51 1.34

depict the irregularities produced by the 3D approach (at the
front of the brain in particular and also at the back for piglet
1) which can considerably alter the Hausdorff distance as
seen in the numerical results.

Adding the last steps of post-processing made up of
a spatial regularization by CRF and a unit radius dilation
modifies only very slightly the performances of the strategy
in 2D with a reduction of the Hausdorff distance to 11.06.
Conversely, the application of this post-processing to the 3D
patch-based approach halves the average Hausdorff distance
and reduces the ASSD. In Figure 9, we can visualize in the
last line the effects of post-processing. We can clearly see
that the latter does not correct the segmentation errors of
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Figure 9: Examples of segmentations obtained on two piglets with a 2D U-Net and a patch-based 3D U-Net (PP : final
post-processing including spatial regularization and dilation)

Figure 10: Examples of segmentations in coronal view for the first 4 piglets. From left to right: ground truth, BET, our method.

the 2D approach on piglet 1. On the contrary, it smooths the
irregularities of the segmentation obtained by our method
leading to a clear reduction in the Hausdorff distance. As
a result, our proposal clearly surpasses the 2D approach,
considered for rodents (line 7 of Table 6).

Table 8 gives the results obtained with our method and
with the BET tool for the 18 test piglets. We note that our
method outperforms BET for most piglets with an improve-
ment of all considered metrics (Dice, HD and ASSD). BET

obtains a better Hausdorff distance than our method only for
one piglet (piglet 13) with a slight difference (13.96 with
BET versus 14.32 with our method). Moreover, except for
piglet 3, the estimated brain volume is closer to the actual
brain volume (measured from the ground truth).

Figure 10 gives examples of segmentation obtained. We
note that our method manages to segment the piglet’s brain
with more precision and consistency than BET, which tends
to lose parts or to incorporate external areas into the brain
mask (piglets 3 and 4).
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Table 8
Results obtained with BET and our method on the 18 test piglets (the exact ages are given only for information).

Age Brain volume Estimated brain volume Dice HD ASSD

BET Our method BET Our method BET Our method BET Our method

Piglet 1 16 days 53.45𝑐𝑚3 45.20𝑐𝑚3 55.03𝑐𝑚3 0.890 0.959 13.64 7.28 2.91 1.16

Piglet 2 13 days 48.81𝑐𝑚3 46.04𝑐𝑚3 49.57𝑐𝑚3 0.870 0.955 14.18 9.43 3.44 1.25

Piglet 3 13 days 46.05𝑐𝑚3 45.83𝑐𝑚3 44.76𝑐𝑚3 0.680 0.956 29.07 8.48 8.52 1.21

Piglet 4 15 days 52.40𝑐𝑚3 38.76𝑐𝑚3 54.70𝑐𝑚3 0.409 0.959 49.16 5.38 16.49 1.19

Piglet 5 15 days 50.82𝑐𝑚3 32.94𝑐𝑚3 51.99𝑐𝑚3 0.675 0.948 37.01 8.60 8.33 1.45

Piglet 6 16 days 54.94𝑐𝑚3 48.54𝑐𝑚3 52.89𝑐𝑚3 0.892 0.956 11.04 6.40 2.90 1.25

Piglet 7 15 days 48.72𝑐𝑚3 43.14𝑐𝑚3 49.61𝑐𝑚3 0.861 0.946 16.03 8.54 3.55 1.48

Piglet 8 16 days 53.82𝑐𝑚3 26.51𝑐𝑚3 52.45𝑐𝑚3 0.639 0.944 48.88 9.43 9.72 1.59

Piglet 9 16 days 52.34𝑐𝑚3 42.76𝑐𝑚3 52.40𝑐𝑚3 0.846 0.952 15.26 6.71 4.02 1.33

Piglet 10 14 days 50.68𝑐𝑚3 31.07𝑐𝑚3 49.67𝑐𝑚3 0.713 0.949 36.50 10.30 7.14 1.38

Piglet 11 14 days 51.16𝑐𝑚3 42.42𝑐𝑚3 50.04𝑐𝑚3 0.868 0.955 15.56 8.06 3.38 1.23

Piglet 12 14 days 50.11𝑐𝑚3 42.87𝑐𝑚3 50.88𝑐𝑚3 0.876 0.950 13.00 8.31 3.11 1.33

Piglet 13 15 days 55.67𝑐𝑚3 47.64𝑐𝑚3 53.72𝑐𝑚3 0.883 0.936 13.96 14.32 3.09 1.78

Piglet 14 15 days 53.98𝑐𝑚3 33.94𝑐𝑚3 54.66𝑐𝑚3 0.632 0.950 44.15 9.85 9.57 1.45

Piglet 15 16 days 53.67𝑐𝑚3 42.78𝑐𝑚3 54.70𝑐𝑚3 0.842 0.960 24.06 5.92 4.10 1.15

Piglet 16 15 days 54.23𝑐𝑚3 39.68𝑐𝑚3 51.83𝑐𝑚3 0.811 0.945 19.44 11.57 4.86 1.56

Piglet 17 15 days 59.64𝑐𝑚3 30.22𝑐𝑚3 57.07𝑐𝑚3 0.581 0.958 39.32 8.66 10.99 1.22

Piglet 18 15 days 52.38𝑐𝑚3 37.11𝑐𝑚3 53.09𝑐𝑚3 0.785 0.963 26.09 6.00 5.49 1.06

Regarding the other algorithms whose performances
were obtained on other datasets (lines 4 to 9 of Table 6),
only the DIKA-Net developed for the macaque significantly
outperforms our method (Dice of 0.964 and HD of 1.47).
Nevertheless, the dataset used is much larger (155 MRI of
macaques) than the available one for piglets (27 MRI only).
The only other method that surpasses our proposal, in terms
of Hausdorff distance, is the 2D U-Net applied to rodents
(HD of 6.81). However, the latter also has a large dataset
of 132 rodents. Moreover, we shown previously that the 2D
approach is less efficient on piglets than the patch-based 3D
one.
Our approach achieves performances equivalent to those
based on an atlas (atlasBREX) and exceeds RATS with a
comparable dataset size (22 MRI). Regarding the application
on pigs, our method offers better performances than the
solution proposed by [21].
3.2.4. Transfer learning for longitudinal study

Table 9 reports performances obtained for the three
training strategies (introduced in Section 3.1) to segment
piglet brain at each stage of development i.e. 6, 10 and 18
weeks. The first row corresponding to stage 𝑡0 (2 weeks) is
given as a reference. Obviously, because it is the first stage
studied, strategies 1 and 3 are not applied.

The first column (Strategy 1) shows the average results
obtained at each stage of development 𝑡𝑖 by applying the
3D U-Net trained at stage 𝑡𝑖−1. For stages 𝑡1 and 𝑡2, there

Figure 11: Examples of segmentations obtained for the same
piglet at 15 days (left) and 6 weeks (right) with the patch-
based 3D U-Net trained on the 15-day data.

is an alteration in segmentation performance compared to
the reference results obtained at 𝑡0 (first row). Indeed, all the
metrics are weakened (-0.061 for Dice, +6.91 for HD, +1.8
for ASSD at 𝑡1 and -0.058 for Dice, +22.58 for HD, +2.26
for ASSD at 𝑡2). This drop in performance is confirmed by
Figure 11 applying the U-Net trained at 𝑡0 to the same piglet
at 𝑡0 (15 days) and 𝑡1 (6 weeks) respectively. We can see that
our network is still able to recognize the location of the brain
in the 6-week MRI. Nevertheless, although it delineates it
correctly, it loses significant parts of brain area (in particular
the back of the cerebellum here, surrounded in Figure 11).

These results confirm our hypothesis according to which
characteristics learned at one stage (tissue intensity, size)
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Table 9
Quality of the brain segmentations at each stage of development according to the training strategy used (Strategy 1: U-Net
trained at stage 𝑡𝑖−1, Strategy 2: U-Net only trained at stage 𝑡𝑖 , Strategy 3: transfer learning of the network trained at 𝑡𝑖−1 and
supplemented by data of stage 𝑡𝑖). Mean values are calculated over piglets of the test dataset (i.e. 18 piglets at 𝑡0, 11 piglets at
𝑡1, 8 piglets at 𝑡2 and 2 piglets at 𝑡3). Strategy 2 is not applied at stage 𝑡3 because of the few number of available data.

Train strategy 1 Train strategy 2 Train strategy 3

Dice HD ASSD Dice HD ASSD Dice HD ASSD

𝑡0: 2 weeks (reference) - - - 0.952 8.51 1.34 - - -

𝑡1: 6 weeks 0.891 15.42 3.14 0.636 82.58 42.34 0.934 10.72 1.99

𝑡2: 10 weeks 0.894 31.09 3.60 0.907 44.76 4.15 0.956 16.17 1.53

𝑡3: 18 weeks 0.954 12.86 1.62 - - - 0.958 12.20 1.47

vary fast for the same piglet with it brain development
reducing network performance. Such variation in terms of
contrast is visible (especially in the region of the cerebellum)
in the upper part of Figure 1 through the zooms of the brain
at each stage of development.
However, the results obtained at 18 weeks (stage 𝑡3) with
strategy 1 are equivalent to the performance achieved at
𝑡0. These good results may traduce a slowing down of the
piglet’s brain development between 10 and 18 weeks.

Figure 12: Comparison of segmentations obtained on two
piglets according to the training strategy considered (from left
to right : 2-week network, 6-week network, transfer learning)

.

We will then exploit the data available at stage 𝑡𝑖 to
train the network (columns of strategies 2 and 3 in Table 9).
Several observations can be made from this table.

First of all, strategy 2 fails, considerably degrading all
the metrics (-0.255 for Dice, +67.16 for HD, +39.20 for
ASSD at 𝑡1 and -0.045 for Dice, +36.25 for HD, +2.81 for
ASSD at 𝑡2). The very poor results at 6 weeks are explained
by a false identification of the brain region on 3 of the 11
inference piglets as shown in Figure 13 (piglets 4, 9 and 10).
Indeed, these 3 piglets have a zero Dice and an ASSD greater
than 100, worsening the average results. We can see on the
second line of Figure 12 corresponding to piglet 10, that the
network trained at 6 weeks detects a brain in the bottom of
the image due to the presence of similar contrasts. These

gross errors are most likely due to a lack of training data
(only 4 piglets).

Then, we can still observe that when the 6-week network
does not make a gross error in locating the brain, the results
are half the time improved (piglets 1, 2, 6 and 8) as shown
in Figure 13. In Figure 12, we can see that the network
trained at 6-weeks recovers some brain regions of piglet 2
compared to the network trained at 15 days. These results
confirm the importance of exploiting the few number of 6-
week data to take account of age-related variability in the
learning process.

Table 9 shows that the use of transfer learning improves
the average of all the metrics compared to strategies 1 and 2.
This improvement is valid for all stages of development and
provide a satisfactory longitudinal monitoring to correctly
segment the piglet’s brain at each of its developmental stages
as shown in Figure 14. Let’s take the stage 𝑡1 to illustrate
these improvements. Figure 13 evidenced the improvement
of all metrics on each of the test piglets. We can observe the
clear improvement in segmentations with the help of Figure
12 where, for the two piglets considered, the segmentation
obtained by transfer learning (right image) is the one includ-
ing the brain with the most precision.

We can end this study by highlighting the slightly poorer
results obtained on the older piglets (despite the use of
transfer learning) compared to those obtained at 2 weeks.
For each stage, the Hausdorff distance and the average sym-
metric surface distance are slightly reduced (HD of 10.72
at 𝑡1, 16.17 at 𝑡2 and 12.20 at 𝑡3 against 8.51 at 𝑡0, ASSD
of 1.99 at 𝑡1, 1.53 at 𝑡2 and 1.47 at 𝑡3 against 1.34 at 𝑡0).
Nevertheless, these are satisfactory results that could be
improved with more MRI data at each stage of development.
One can note the very slight improvement of the Dice at 𝑡2and 𝑡3 encouraging the significance of the proposed method.

4. Discussion
This work illustrates the ability of the patch-based 3D

U-Net network to accurately segment the piglet’s brain on
T1 MRI, in particular by focusing the training patches at
brain boundaries. Furthermore, the proposed method has
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Figure 13: Detailed performance results (Dice and ASSD) obtained on the eleven 6-week test piglets with the three strategies
of training

2 weeks 6 weeks

10 weeks 18 weeks

Figure 14: Segmentation of the piglet brain at each stage of
development obtained with transfer learning (strategy 3)

.

the advantage of operating from a relatively small training
dataset (only 7 training piglets at 2 weeks), a considerable
advantage for studies on the large animal model for which
little data is available. We also find a balance in the size of the
patches in order to combine information related to the global
context (set of patches covering a large area of the MRI)
and local characteristics in an acceptable computation time.
The large number of training patches extracted by MRI (700)
compensates for the modest dataset size while ensuring more
systematic overlaps making the prediction more precise.
Unlike other solutions, no dedicated preprocessing step is
required (e.g. image noise, bias field in [21]) and no a-priori
information are required (e.g. center of gravity distance map,
signed distance map in [18]).

In addition, our method is able to correct segmenta-
tion errors linked to the small number of data thanks to
a post-processing pipeline including image processing and
spatial regularization with conditional random fields (CRF).
It should be noted that CRFs could be fully integrated
into the U-Net model as recently proposed [40] in order
to benefit from backpropagation during training. The post-
processing would thus be directly applied on a regularized
mask. This could also probably allow to get rid of the
first post-processing steps (largest connected component and
smoothing). In addition, using overlapping patches instead
of adjacent ones during inference could compensate for
the uncertainty of prediction related to edge effects and
thus reduce irregularities in segmentation [20]. This would
constitute an alternative to the proposed post-processing.

We have shown that the association of the patch-based
3D U-Net and the final post-processing provides better re-
sults than a fully 2D approach as often used [16, 23].

From all of these properties, we see that our solution
undoubtedly exceeds, in the case of piglets, human-specific
brain segmentation tools such as BET. More generally, we
have seen that the proposed method exceeds other atlas-free
methods proposed for different animals such as PCNN3D
or RATS. Moreover, it offers slightly better performances
than atlas-based techniques like atlasBREX. Nevertheless,
the difference in results with DIKA-Net, mainly due to the
significantly smaller size of our dataset in our sense, suggests
that improvements (e.g. increasing the size of the training
dataset) can be made to reduce the Hausdorff distance. It
would be interesting to evaluate the relevance of the pro-
posed transfer learning strategy on DIKA-Net (ignored in
their work), for longitudinal monitoring.

In addition, we propose a solution for the longitudinal
study of the piglet brain through transfer learning. The
reduced performance of the network trained at state 𝑡 − 1
on piglets at the development stage 𝑡 (Strategy 1 of Section
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3.2.4) confirm the rapid change in the porcine brain during
the first months of existence [4]. Note that this dynamic
of brain development is already observed in two-week-old
piglets whose ages fluctuate from 13 to 16 days with vari-
ations in volume from 46.05cm3 to 59.64cm3 (see Table
8). We observe that on average we obtain better results on
piglets with a developmental stage closer to the training
data (average brain volume of 53.25𝑐𝑚3). Obviously, these
developmental variations are also unique to each individual.

Despite a very small training dataset (only 4 piglets at 6
weeks and 10 weeks, 2 training piglets at 18 weeks), we suc-
ceeded in obtaining good brain segmentation performance
on older piglets from the network trained at previous stages.
The success of the transfer learning approach presented in
this paper can be explained by the similarity of the overall
structure and the proportion of tissues in the piglet brain
regardless of age. The features learned at state 𝑡 − 1 re-
main partly valid. The morphological variabilities linked
to growth (intensities, volume) are learned from the small
number of training piglets available at the studied stage of
development. Results from Table 9 at 18 weeks suggest that
the piglet brain slows down its development between 10 and
18 weeks. Indeed, the application of the trained network at
10 weeks on 18-week-old piglets offers good performances
(Dice of 0.954, HD: 12.86, ASSD: 1.62) almost equivalent to
those obtained with transfer learning. It would be interesting
to continue the study at later developmental stages in order to
confirm this hypothesis and to define more precisely the limit
age from which the brain development of the piglet slows
down and no longer necessarily requires new training data.
In case we have much less data for one of the developmental
stages (e.g. 2 weeks), the strategy of transfer learning by in-
creasing age could be discussed. Indeed, it could be possible
to train the network at state 𝑡 (e.g. 6 weeks) by transferring
the characteristics of state 𝑡 + 1 (e.g. 10 weeks) for which
more data are available. Nevertheless, from a medical point
of view, this would not make sense since we study brain
development, i.e. we know the brain characteristics at a given
stage and we complete this knowledge with the new char-
acteristics that appear with the growth. In fact, preliminary
studies testing the reverse approach (by decreasing age) on
6-week-old piglets confirmed the unnaturalness of the ap-
proach with poorer results (Dice of 0.856 when transferring
characteristics from 10-week piglets to 6-week piglets).

Although our approach is promising, certain limitations
may be pointed out. First, the performance was evaluated
on a relatively small dataset of 39 MRI used for testing
purposes (18 at 2 weeks, 11 at 6 weeks, 8 at 10 weeks
and 2 at 18 weeks). A greater number of MRI, especially
at advanced stages, may have enabled us to obtain better
results. Nevertheless, our complete dataset is of the same
order of magnitude as other works dealing with piglets.
Thus, the study of Gan et al. [4] involves 40 piglets and
Conrad et al. [12] uses only 15 piglets while we use in total
27 MRI at 2 weeks, 17 MRI at 6 weeks, 14 MRI at 10 weeks
and 5 MRI at 18 weeks. As neonatal studies on large animals
are restrictive, we can consider our dataset to be satisfactory.

Our method is applied on piglets here. It would be inter-
esting to use it on other animal models increasingly studied
such as sheep[41], macaque[42], ferret[43] or dog[44].

5. Conclusions
In this paper, we have proposed an original method

for segmenting piglet brain on T1 MRI using patch-based
3D deep learning, with a relevant patch selection strategy.
Results show how this approach obtains a good quality
of segmentation (average Dice of 0.952, HD of 8.51 and
ASSD of 1.34), outperforming 2D approaches and atlas-
free techniques specific to other species (humans (BET),
rodents (PCNN3D, RATS)). We also proposed an efficient
solution to the longitudinal study of the brain based on the
use of transfer learning, tested at three developmental stages
(a fourth one being the reference from which transfer is
achieved).

Perspectives for this work are numerous. Indeed, from
the segmented brain, we can consider the segmentation of
the piglet’s brain structures and tissues in order to set up
various studies (morphometric analyzes, analyzes of struc-
tural information [45, 46]) on healthy and injured brains that
will characterize the impact of early brain lesion related to
cerebral palsy.

The generic methodology based on iterative transfer
learning would be useful for studying the longitudinal brain
development. Moreover, this method would be transposable
to other types of brains and thus facilitate the study of various
animal models essential to medical research [47].
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