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SUMMARY & CONCLUSIONS

This paper describes an optimal accelerated tesmt p?

considering an economic approach. We introduce reergé
framework to obtain plans of optimal acceleratdstegith a
specific objective, such as cost. The optimal fans are
defined by considering prior knowledge of relialili
including the reliability function and its scale darshape
parameters, and the appropriate model to charaetdhie
accelerated life.. This information is used in Bzge
inference to optimize the test plan. The prior kremge
contains the uncertainty on real reliability of npreduct. So,
the proposed methodology consists of defining atinah

accelerated testing plan while considering an dijec

function based on economic value, using Bayesi&&rence
for optimizing the test plan, and using the undetyaof the
parameters to obtain a robust, optimal testing .plahe
objective function consists of two terms: the clisked to
testing activities and the cost associated withratn of the
product.

Finally, we will develop our optimal plan by exténgd
our approach to include theoretical formulatiortted various
degrees of freedom with respect to the paramet€cs.
complete this development, we need to improve therithm
of optimization. To obtain the best test plan, weppse an
optimization procedure using the genetic algorithithe
proposed method will be illustrated by a numerieshmple
based on a well-known problem.

1 INTRODUCTION

number of test units, and the test facilities. Tafly, ALT

lans specify the levels of the accelerating végisdnd the
quantity of available test units for these levéMdth certain
planning criteria, such as the estimation precisimin a
particular characteristic of the life distributioat use
conditions, optimization can be used to find optimutest
plan. Optimum test plans provide insight needeclibtain
good practical test plans [1].

Accelerated Life Test (ALT) is a test method whaibjects
test units to higher than use stress levels inrd@eompress
the time to failure of the units. Conducting a Qitative
Accelerated Life Test (QALT) requires the deterntima or
development of an appropriate life-stress relatignsnodel.

stress,s

er stress.s
) under stress;s
celeration law

Rs(t) Estimation of
reliability function

under nominal
condition
® /

Figure 1- Principle of ALT test

Moreover, a test plan needs to be developed toirobta

appropriate and sufficient information in order g&ocurately
estimate reliability performance at operating ctinds,

Accelerated Life Tests (ALTs) are widely used igignificantly reduce test times and costs and aehiether

reliability studies. Because many modern high-bality
components are expected to perform their propestifoms for
a very long time, simply testing these componemtsen use
conditions will usually yield little useful infornian about
reliability within practical time and cost constrts.
Accelerating variables, such as temperature, daen afpplied
to obtain failures more rapidly. According to Figut, the
resulting data at the higher stresses are usedstimate,
through extrapolation with an appropriate acceienamodel,
the life distribution of the component at specifietse
conditions. Careful planning of an ALT is importantallow
the most efficient use of limited resources, nameiyme,

objectives. One of the first decisions to be madeew
designing a reliability verification test is to dehine how
many units to test. If many units are tested, tinatibon of the
test will be short. With this approach, prototypests will be
high, and development time costs will be low. Mfanits are
tested, the duration of the test will be longer gmdtotype
costs will be low, but development time costs Wwél high.

1.1 Objective

The objective of methodology is to define an optima
accelerated testing plan considering an economproagh.
The objective function is defined by two terms: tiost linked



to testing activities and the cost associated &ratjpn of the Rs(t): Rso(r(S)t) (1)
product. In many works, the optimum testing plaresdefined

in considering a prior knowledge on reliability pareters. So, SO, the stress affects only the scale parametete hwt
choice of reliability function and acceleration neband also "(S)=1. If the function r is completely unknown, the
having |ns|ght on the parameters such as Sca|esaape I’ellablllty function RSO cannot be estimated. Therefore, the
parameters is important. To evaluate the propastiinfailure function r is chosen as a particular class of functions. In
at each accelerated level. This prior knowledge ni survival analysis, log-linear models are frequenised as

integrated in statistical inference during the miation ALT as regression models.

process especially in minimization of reliability etric
variance, and the estimation process with testirega.d
Nevertheless, this information can be used in Baypes
inference to optimize the testing plan, but it edmé the
uncertainty on real reliability of the new produ&o, the
proposed methodology consists of defining an opgti
accelerated testing plan while considering an eljedunction
based on economics, Bayesian inference for optigittie test
plan, and accounting for the uncertainty of paranset

1.2 Proposed method

The proposed method is decomposed in several steps.

Definition of reliability target

The test plan is designed to demonstrate the azinaia
reliability metric target. Various metrics are used
characterize the reliability of products, such aET¥, B10, or
probability of failure for the warranty period. Therification
consists of evaluating the risk of not reaching tékability
target using a point estimate and confidence iaterv

Prior knowledge on product

The prior knowledge of a new product especiallytha
field Activation Energy and MTTF is obtained fronxgert's
opinion, Field data analysis on old product, Religb
Standard, etc.

Test plan to optimize

The kind of accelerated test plan is fixed at thgitning
of study. We consider constant stress and numbestregs
levels and sample size are fixed. The decisiorates of test

plan optimization are chosen from among the testn pIThe notation:R(u)= Po(e“), ulll, u=int),9=

parameters.

Objective Function

The objective of the accelerated testing plan dgtition
is to minimize the global cost as defined by thstsof testing
and operation. This term allows us to introducelaustness
analysis according through an objective function.

Optimization procedure

To obtain the best test plan, we propose an opditioia
procedure using the genetic algorithm. The propasethod
will be illustrated by a numerical example.

2 ESTIMATION IN PARAMETRIC ALT MODEL

The parametric ALT model has been described inlfi].
this section, we assume the main results for dcpéat case
of a constant stresS, by the reliability function:

R()

Figure 2- Definition of time transfer regression aebr(S)

For the particular cases of constant stress, thatien (1)
becomes (see Figure 2):

R(t) = Rso(e/”T-Zt)

B=(Bo...m) @

2= (#o(S)....8m(S))" with the functions#i specified and with
the first componentz, equal to 1. Several models, as
Arrhenius, inverse power, and the generalized Byrocan be
obtained as a particular case of this general fttrie.assumed
that the survival functiomR(t) belongs to a class of functions

depending only on the parameters of sealnd shape/ [4]:

Rs, (t) = Ro[(%)u],(n,u >0)

Several models, such as Weibull and lognormal juse
particular cases of the above form
Ro(t)=e™, Ry(t) =1-@(nt) respectively as detailed in [2].

1

U

2

with parameters vector,

®)

y:(yo _____ Vm)' Yo=Inn-p, €ty ==p4,i=(1,...,m) allow us to
rewrite the equation (2) as:
() Int—yTZ
Rslt)=R —— 4
S pn 4)

The likelihood function can be written as:

ek

Note: T is the life time observed or censored of Iﬁeunit
fromi" stress level group.

T -y'z0 AL

L(T Iy.0)

g g

Ay 4

2.1 Point Estimate

MLE chooses the parameters that maximize the hikeld



of the data. In MLE, parameters are assumed tonlkeawn L(t 1 /6’)77 (6')

but fixed, and are estimated with some confidendee napo(é?/tl,..,tn): 1v2n 9)
consider that the failures are independent, meatfiag the lo L(tl""tn/‘g)ﬂ (9)d9

failure of one system does not affect another gyste with 1t (8) the mathematical form, which formalizes the prior

If L(T/9 is differentiable and if the maximum likelihoodinformation.
6=6,..., 6, ) exists, then it satisfies the following equation:  The prior information over the normal conditions e

will be assimilated within the results of a numludr tests

E)L!tl 1016, .6, ’ — 0 already done hypothetically and added to the vabfeseal
20, - tests. In Bayesian statistics, the uncertainty abf@iunknown

! 6, =6; parameters is quantified used probability so thatunknown

. N b . parameters are regarded as random variables.
The computation ocR(t |8 =6) allows us to approximate the According to [1] the newly obtainett,qy0) function is
reliability function associated with the productngeating g probability density function. So, by applying MLtEeory
times of failure for the point estimi@=8. An estimation of and searching for values that maximizeg,{y;0), the
confidence intervals is required to complete theraach. variances associated to these estimators will Heetk
. Differentiating the function Irmi,,{y,0)] with respect toy,
2.2 Confidence Intervals ando results in the terms: i

The Cramer-Rao lower bound is a limit to the vas&@n 1k & d|nl77 (J/,O')J
that can be attained by an unbiased estimatopafamete & U, (,0) :_ZziI qu (y, 0-) 4 tnM A (10)
of a distribution. Unbiased estimators enjoy a gpsgpularity o= = dy,
because they are easier to study than estimatatsmight \yjith |=1,... m and:
have a lower MSE (Mean Squared Error), but thatbéased.

In particular, the MSE of an unbiased estimatojuist its 1 kN dinlz.(v o
variance. Umne1(r,0) = ;Z > {Vij (v, J)aﬂ, (v, ‘7)‘5“ }+ [ daa(y’ )]
Let X(Y) be an estimator of any vector function o i=1j=1
parameters, if X(Y) is an unbiased estimatorBpfthen the T _yTZ(i)
Cramer-Rao bound states: with: Vij (y, 0’) =
cov5(X(V))= 1(8) @

: 2 . . _ aj(y.0)= /‘(Vij (Vvo'))—éuj (Ina) (Vij (V,U))
With | (g) = g|(2/L08) )", | the Fisher information.
a6 6=6

, - , d[ln[d(l)d} " In{ fo{””l}[(i)d m
The confidence limits for the case & > O are obtained dIn[m, (y.o)] ¢ ¢
by processing the log lo@) as a normally distributed variable: o do
_wl_T,ﬂVaré} wl_T,ﬂVarlé} o d[ln{b(y'jb}+|n|:fo{l}{(yljb}:l}
éxe é <H<éxe 6 (8) aln[nyl(y,n)]: ? ?
oy an

Moreover, for most of the cases, typical values tfo ) A ] )
parameters can be found. The values may be coesiégther The MAP estimator.d, ) can be obtained by solving the
as results of expertise using references as FIBE$§ values €duation system:
associated with older/similar products, or as tssof expert U p(y,a)zo (p=1..m+1) (11)

opinion(s).
4 OPTIMIZATION PROBLEM AND SIMULATION

3 BAYESIAN INFERENCE e
4.1 Principle of proposed methodology

The Bayesian approach to estimate the parameters is
described in [1]. In this section, we present trenula used to
obtain MAP means Maximum A Posteriori estimatoe this
a mode of the posterior distribution. Bayesianrafee uses a
numerical estimate of the degree of confidencehiy@othesis
before any evidence has been observed, and tloaiciillates
a numerical estimate of the degree of confidencethie
hypothesis after a set of evidence has been olibdivas
process is repeated whenever additional evidenaeté@ned).

The continuous form of Bayes theorem for the rand
variable 8 over theQ domain, having;, i = 1..n as test results,
is:

The proposed methodology consists of defining an
optimal accelerated testing plan while considegngbjective
function based on economic approach, using Bayesian
inference for optimizing the test plan, and takingp account

the uncertainty on parameters. This will produceobust,
optimal testing plan. To obtain the best test plaa,propose
an optimization procedure using the genetic alborit The
proposed method is decomposed in different stepepisted
oir'?l Figure 3.

In the next subsections, the different steps ataildd by
considering a simple example to illustrate the méttogy.



Definition of Reliability target

|
Prior knowledge on product

Test plan to optimize

Optimization process and robustness analysis
1. Optimization process:

Find testing plan parameters such that:

Minimize Global Cost = Testing Cost + Operation Co$

Joint analysis
2. Robustness analysis
Determine the Bayesian unilateral confidence irtiior
the risk a of reliability metric estimation
3. Optimization procedure
Genetic algorithm to obtain the best test plan

Figure 3- Principle of proposed methodology
4.2 Definition of reliability target

The test plan is designed to demonstrate the adnah
reliability metric target. Various metrics are used
characterize the reliability of products, includiMI TF, Byq,
and probability of failure for the warranty periodhe
verification consists of evaluating the risk oflifag to reach
the reliability target in terms of the point estimaand
confidence interval. In this paper, the probabilitly failure
Poperation fOr the operation tim&peraioniS considered [6].

f(p)
t

|\, V(P

isk o

>
>
n

0 Podration 1 P

Figure 4- Probability function of operation failufép)

The point estimate is defined by

p=1- e_(/e(ymyls)]%

and the variance of probability

(12)

V(p)= (ﬂjzv(yo) + (ETV () + [@Tv(a) (13) .

G)%) oyl do
The probability of failure in operation period istienated

by the unilateral confidence interval for the rissee Figure

22
__Pp _aY_ =&
ao-mp(l p)- P
__ b YN
bo-mp(l PP +p-1

The probability of operation ofraion is derived from:

Poperation = béta_l(l' a|a0, bO) (14)

This probability represents the upper bound of the
unilateral confidence interval of estimated probgbiof
failure during the operation time.

The parameter, jo,6,V(7%)V (%)V(6)are obtained
by Monte Carlo simulation described by the followisteps:
1. The generation of random valuesygfy, and o from prior
distributionTie, T4 andrt.
2. The generation of random time to failure witlspect to
censoring tima at each stress level with random varialyigs
vi ando generated in step 1.
3. The estimation of, K, g, V(k), V() and V) by
relationship (11).
4. The estimation gb andV(p) by relationships (12) and (13).
5. To repeat steps 1 t0 Hmuaion times. This repetition
accounts for the sample size effect and the uringrtan real
reliability of new product characterized by the opri
distributions.
6. To estimate the probability of operation in egpra (14)
with considering the means pfandV(p) on all repetitions.

4.3 Prior knowledge on product

By the assumption of independence between the

variables, the joint distribution can be defined as
n(yo,ylya):”yo(yo)xﬂyl(yl)xﬂa(a) (15)
The choice of the form ofrtdepends on degree of
knowledge on parametey(, y, or 0).

4.4 Test plan to optimize

In this paper, according to Figure 5, a simple tgah
with three accelerated constant stress levelsudiest by the
following process:

« the censoring time is fixed

« the sample sizris fixed

¢ the stress; is fixed to maximum

« the middle stress level is unknown, because it nidpen
transformed stress factors

e the proportion allocatiomp,, p, of sample size at stress
level S, S is unknown & depend onS) and (=
ent(p.n), n,=ent(p.n) andnz=n—n—n)

The decision variables of test plan optimizatiosx ar

the middle and lower stress lex&landS,

e the proportion allocationp; and p, of sample size
respectively at stress leval andS,.

4). The beta distribution, f(p) is used to characterize the

distribution of p. The beta parameters are estichéte the
moment’s method:



Stress level
A

Ss S3 = Smax
S, wxmm Sp=?np=? testin accelerate
. condition:
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Figure 5- optimal test plan

4.5 Objective Function

The objective of the accelerated testing plan dgtition
is to minimize the global cost, which are defingdthe costs
of testing and operation, as expressed in [6]:

Cglobal = Ctesting+ Coperation (16)
where
Ciesting = fixed testingcost+ nx unit price

+ 1 x costper testig hour

i ytesting+ ﬁ ytesting+ & Vtesting
Nb Nb Nb

x costperbatch
Nb represents the maximum number of units per batch.
"esting FEPresents the critical index for increasing thenher of
batch per stress level.
Coperation= fixedoperatiortost

+

+Poperation™ ptarge,)x producpopulatiorunitcost

+ costof brandmagdossx (poperation— ptarget)y operation

Prarget Fepresents probability of failure for the warrapgriod.
Toperationf€Presents the critical index for brand image.loss
The operation cost is defined by considering riskn

terms ofpgperation This term allows us to introduce a robustness

analysis according to objective function.
With the test plan definition in 4.4ggeraionis function of

algorithms can be applied, including Least-mearasgand
simulated annealing. In previous work [6], we uaagsponse
surface methodology to reach the optimum on abiditia ball
bearing test plan. This methodology has provideatgesults
but it was really dependent on the number of iaraimeters.
In this project, we propose an optimization procedusing
the Genetic Algorithm (GA). The reasons of this ichoare
that GA is a quite simple and efficient techniqaée applied
with heterogeneous inputs, especially in resear€harm
optimum accelerated life test plan [5]. MoreoveA @lows
us to search the optimum with more freedom inputs.

The GA has been firstly presented by J. Holland9@5
[9]. The GA is a search and optimization technitpased on
the mechanism of evolution.

In GA, the individuals are generated randomly idesrto
construct a population. After estimating the fitmesf
individuals, parents are selected from the popatagiccording
to the fitness value. Offspring are generated fthenparents
by using genetic operators such as the mutati@nossover.

Each element of the population is defined by a
combination of |y, p, S, $) with constrains explained in
formula (17). With a discretization using integealues (y,
n,) and temperatures, the formula (17) leads to the
population’s lengthNye, = 2.33 16. For simulation of each
test to 50 times, the fastest calculators needtabooionth of
time. The fitness function corresponds to the dlobast
detailed in (16) and the programming is performgdGA
MATLAB function.

5 NUMERICAL EXAMPLE

In this section, we will compare our results wikie tbest
compromise test plans for the Weibull distributiaith one
accelerating variable that Yang found on electromixiule for
pump control [7]. We also show the results of sinpl
comparison studies between GAs and the responsecsur
methodology.

5.1 Yang’s compromise test plans

In this numerical example, the high stress must be
specified. It should be as high as possible todyielore
failures and decrease the variance of the estietathe use

different from those at the use stress. The loesstiand the
respective sample allocation are optimized by mizimg the
variance of the estimate of the mean log life & stsess. The
middle stress is equally spaced between the low lagud
levels and the corresponding number of test usitgpiecified
to be a half of that at the high stress [7]. Ottest plan

P, P, S and $, and the optimization model can be written astress. However, it should not cause failure maties are
follows:
Min (Cglobal) (17)
RRSS
Subject top, pZD[O,]], P+ Pl §<5,£5<S.
4.6 Optimization procedure
To shorten the simulation time required, it can

assumed that the test plan will be correct for semi

theoretical distribution of failures for each sigel has been

shown this method can lead to good test plansthugs not
been demonstrated that it led to the best one.,Thissbetter
to consider all the possible plans and to quickipwerge to
the best solution.

To obtain the best test plan, several

b(‘é)nstralnts may be found in, for example, Meekgr [8

Yang determined the best compromise test plan that
minimizes the variance of the MLE of the mean liég &t the
use stress level [7]. For the smallest extreme evalu
distribution, the mean equals the“gercentile. The variance

of the MLE of the mean, denoté@ls, at the use stress level is
given by

optimization



Varlfy 44 = JTZV (20)

whereV is called the standardized variance. The formutati

of Vis given in [8].
5.2 Simulation data

We consider an electronic module for pump conthait t
normally operates at 45°C.To estimate its religpdit the use

condition, 50 units are to be tested at three &eva

temperatures. The high one is 105°C, which is 3%zl than
the maximum allowable temperature. The censorimggiare
fixed for low, middle and high stress levels respety at
1080, 600 and 380 hours.

5.3 The Comparisons

The objective is:

e Comparison with results obtained from the responge

surface of the experimental plan of Yang (A priand
different cost function).

e Comparison of the results obtained from the Genetic
Algorithm in "releasing" a constraint on (Comparison 5

in computation time and optimum).
5.4 The Results

The table 1 gives the results by proposed appr{@éis)
and Yang's test plan.

The results are identical
optimization generates the same results. In futuoek, we
propose to liberate other parameters such as thsorreg
times and the number of stress levels.

Group 1 2 3
Yang Number off 34 5 11
Test Unit:
Temperaturg 74 89 105
6]
GA (with | Number of| 34 5 11
same Test Unit:
constraints)| Temperature 74.54 88.98 105
Q)

Table 1- The comparison of GA and Yang's results

» According to table 1, you can see that the GA taple
and Yang's results have a close relationship.

» MTTF; to identify the probability of overlapping pu

findings and Yang's results.
6 CONCLUSION

In this paper, we introduced a general framework
obtain optimal accelerate test plans with a cogative. The
cost objective function
formulation with the test plan parameters. Thens thew
framework is compared with the results obtainedhf®enetic
algorithm.

and show that the GAs

A genetic algorithm is often a discrete stochagtmcess
that can be considered as a Markovian processedinmthat
several results can derive from the theory of thiisd of
process, which enables one to easily verify théropation’s
efficiency [5]. Moreover, GA is a simple and eféat method,
so in the future we can use this technique as d gtiernative
method for estimation of probabilities.
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