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We study the propagation of three-dimensional (3D) bipolar ultrashort electromagnetic pulses in an inhomo-
geneous array of semiconductor carbon nanotubes. The heterogeneity is represented by a planar region with
an increased concentration of conduction electrons. The evolution of the electromagnetic field and electron
concentration in the sample are governed by the Maxwell’s equations and continuity equation. In particular,
nonuniformity of the electromagnetic field along the axis of the nanotubes is taken into account. We demonstrate
that depending on values of the parameters of the electromagnetic pulse approaching the region with the higher
electron concentration, the pulse is either reflected from the region or passes it. Specifically, our simulations
demonstrate that after interacting with the higher-concentration area, the pulse can propagate steadily, without
significant spreading. The possibility of such ultrashort electromagnetic pulses propagating in arrays of carbon
nanotubes over distances significantly exceeding characteristic dimensions of the pulses makes it possible to
consider them as 3D solitons.
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I. INTRODUCTION

Nowadays, carbon nanotubes (CNTs)—quasi-one-
dimensional macromolecules of carbon—are considered
as promising objects with a potential for applications to the
development of the elemental base of modern electronics,
including nanocircuits usable in neurocomputers [1]. Strong
interest in these materials, starting from the moment of
their discovery [2,3], is due to their unique physical
properties (e.g., see Refs. [4–9]), which, in addition to
the above-mentioned potential for the use in electronics,
pave the way to a wide range of possibilities for the creation
of ultrastrong composite materials, fuel cells, chemical
sensors, and optical devices (such as displays, LEDs, and
transparent conductive surfaces), etc. From the viewpoint of
optoelectronic applications, specific features of the electronic
structure of CNTs are of unique interest. The nonparabolicity
of the dispersion law of conduction electrons (i.e., the energy
dependence on the quasimomentum) in nanotubes makes
it possible to observe a number of unique electromagnetic
phenomena, including nonlinear diffraction and self-focusing
of laser beams [10,11], as well as the propagation of solitary
electromagnetic waves [12] at field strengths starting from
∼103–104 V/cm. In this connection, it is relevant to mention
that possibilities offered by modern laser technologies for
the generation of powerful electromagnetic radiation with
specified properties—including ultrashort laser pulses with the
duration of the order of several half cycles of field oscillations
[13,14]—have stimulated studies of the propagation of
electromagnetic waves in various novel media [15–25], with
CNTs being one of them.

The possibility of propagation of solitary electromagnetic
waves in arrays of CNTs has been first theoretically established
in a one-dimensional (1D) model based on an assumption of
uniformity of the field along the nanotube axis [12]. Actually,
this approximation is only valid in a very narrow range of
values of the underlying parameters. Subsequent studies have
aimed at investigating increasingly more realistic models de-
scribing the evolution of the electromagnetic field in nanotube
arrays, taking into regard various physical factors affecting the
dynamics of the electromagnetic wave. Adding the complexity
to the model’s framework has proceeded in several directions:
(i) increasing the dimensionality of the setting, (ii) taking into
account nonuniformity of the electromagnetic wave field, and
(iii) including various inhomogeneities of the medium. The in-
vestigation of these factors was carried out both independently,
to clarify the role of each factor, and, subsequently, considering
the combined effects of multiple factors.

Naturally, the first factor considered to make the model
more realistic was the dimensionality of the model. The
propagation of electromagnetic waves in arrays of CNTs was
studied in the framework of 1D [12,26], 2D [27–30], and
3D [31,32] models. It was established that bipolar ultrashort
electromagnetic pulses propagate, in a stable fashion, in the
form of “breatherlike” light bullets over distances far exceeding
the characteristic size of the pulses along the direction of their
motion. The topicality of studying the propagation of electro-
magnetic waves in arrays of nanotubes in the inhomogeneous
model is due, in particular, to the need to take transverse
diffraction into account. Moreover, as in reality, a solitary

electromagnetic wave in a real physical system is bounded
in all directions, which implies nonuniformity of the field in
any direction. Thus, the necessity of constructing a 3D model
for the evolution of the electromagnetic field is obvious. In
particular, nonuniformity of the field of the electromagnetic
pulse along the axis of the nanotubes is an inherent ingredient
of the 3D model. The construction of a model involving the
latter feature was first reported in Refs. [30–32]. In particular,
the propagation of ultrashort pulses in homogeneous arrays of
CNTs has been investigated in 2D [30] and 3D [31] models.
One of the main results of these studies is the prediction
of redistribution of conduction electrons, leading to specific
variations of the density of conduction electrons. Among
possible practical applications of this phenomenon in micro-
and nanoelectronics, one can envisage the manufacturing of
highly accurate chemical sensors [31] based on specifically de-
signed arrays of semiconductor CNTs. As shown in Ref. [32],
such dynamical inhomogeneities in the electron subsystem
of nanotubes can also underlie a complex medium-mediated
mechanism of interaction of colliding electromagnetic pulses
in the array of nanotubes.

Among factors that significantly affect the evolution of
electromagnetic waves in arrays of semiconductor CNTs, a
noteworthy one is the presence of various impurities and
inhomogeneities. In Ref. [33], the propagation of a bipolar
electromagnetic pulse in the 2D geometry, and in the presence
of a multilevel impurity uniformly distributed over the sample,
was investigated. It was shown that doping the medium
with an impurity of this type leads to a modification of the
characteristics of the propagating pulse as compared to the
case of propagation in a “pure” sample.

The specific sample-doping format deserve particular
consideration—in particular, localized introduction of impu-
rities, limited to a certain part of the sample’s volume, which
implies the creation of an inhomogeneity. Such defects of the
medium, which are not initially associated with the action of
the electromagnetic field, can be, for example, implemented as
metallic inclusions or layers containing an increased concen-
tration of conduction electrons relative to the concentration in
the homogeneous part of the sample. This kind of heterogeneity
can emerge either as a consequence of technological failures, at
the stage of sample manufacturing, or as a result of purposeful
formation of the inhomogeneity with intended properties. The
features of the interaction of 2D unipolar “light bullets” with
metallic inclusions in nanotube arrays have been theoretically
studied in Refs. [34,35]. The interaction of a bipolar ultrashort
electromagnetic pulse with a layer of an increased electron
concentration in the 2D model was studied both under the
assumption of the uniformity of the field along the nanotube
axis [36] and also taking into account nonuniformity of the field
[37]. As a result, the selective nature of the interaction of the
pulse with the static inhomogeneity of the medium has been
established: a decrease of the pulse’s duration and increase
of its amplitude facilitates its passage through a layer of an
increased electron concentration, while pulses with a longer
duration and smaller amplitude can be reflected by this layer.

Thus, the propagation of electromagnetic pulses in inho-
mogeneous media—taking into account the nonuniformity of
the pulses’ field—are of significant interest. Indeed, there
is a need to search for physical effects that can be used
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for the development of new components of the elemental
base of optoelectronics, developing schemes for optical in-
formation processing and nondestructive testing systems, etc.
Some peculiarities of light-matter interaction mentioned above
may be employed for the development of ultrafast optical
transistors, switches, logic elements, transmission and signal
delay lines, and soliton memory elements [38], using ultrashort
pulses as bits of data. Different outcomes of data processing
operations may be associated with different regimes of the
pulse propagation in the medium (e.g., different outcomes of
the collision of a pulse with a layer of increased conductivity,
embedded in the bulk of a semiconductor structure). It is
therefore topical to implement such concepts using some of
the most promising available materials, such as, in particular,
graphene-based materials. In this connection, it is relevant to
address effects of the static inhomogeneity in the electron sub-
system of the array of semiconductor CNTs on the propagation
of an ultrashort bipolar electromagnetic pulses in the most
realistic 3D geometry. In this work, we consistently take into
account factors that affect the dynamics of the ultrashort laser
pulses, generalizing previously considered particular cases in
the framework of an integrated model.

II. THE SYSTEM’S CONFIGURATION
AND KEY ASSUMPTIONS

We consider the propagation of a solitary electromagnetic
wave in a volumetric array of single-walled semiconductor
carbon nanotubes (CNTs) embedded in a homogeneous di-
electric medium. The nanotubes considered here are of the
“zigzag” type (m,0), where integer m (not a multiple of
three for semiconductor nanotubes) determines their radius,
R = mb

√
3/2π , with b = 1.42×10−8 cm being the distance

between neighboring carbon atoms [4–7]. The CNTs are ar-
ranged in such a way that their axes are parallel to the common
x axis, and distances between adjacent nanotubes are much
larger than their diameter. The latter assumption allows one to
neglect the interaction between CNTs [39]. Moreover, it allows
us to consider the system as an electrically quasi-1D one, in
which electron tunneling between neighboring nanotubes may
be neglected, and electrical conductivity is possible only along
the axis of the nanotubes. We define the configuration of the
system in such a way that the pulse propagates through the CNT
array in the direction perpendicular to their axes (for the sake
of definiteness, along the z axis), while the electric component
of the wave field, E = {E,0,0}, is collinear with the x axis
(see Fig. 1).

For a wide range of values of the system’s parameters, the
characteristic distance at which an appreciable change in the
field of a bipolar electromagnetic pulse occurs is significantly
greater than both the distance between neighboring nanotubes
and the length of the conduction-electron’s path along the axis
of the nanotubes. On the other hand, with the nanotube radius
R ≈ 5.5×10−8 cm and m = 7, the characteristic distance be-
tween the nanotubes, sufficient to exclude the overlap of the
electron wave functions of adjacent ones, i.e., substantially
exceeding R, may still be negligibly small in comparison with
the wavelengthλof the electromagnetic radiation. In particular,
this assumption is definitely valid for the infrared radiation,
with λ > 1 μm. Under this condition, the nanotube array,

FIG. 1. The schematic plot of the setup and the associated coor-
dinate system.

which is a discrete structure at the microscopic level, may
nevertheless be considered as a quasiuniform medium for the
propagation of electromagnetic waves. In this case, for length
scales comparable to the pulse’s dimensions, the array of CNTs
may be considered as a uniform continuous medium. In other
words, the electromagnetic field in the system—specifically,
ultrashort pulses carried by the infrared wavelength—are not
affected by the discrete structure in the medium, there being
no scattering (or even recurrent scattering) of electromagnetic
radiation on inhomogeneities or irregularities of the CNT
volumetric array. Of course, the scattering will appear in the
framework of a microscopic theory (see, e.g., Ref. [40]), which
should be a subject for a separate work.

Another assumption that we adopt here concerns the time
duration of the electromagnetic pulse, TS , the relaxation time
of the conduction current along the nanotube axis, trel, and
also the time of the observation of the light propagation in the
system, t—we assume TS � t < trel. If this condition is met, it
is possible to neglect field decay, thus enabling the collisionless
approximation in describing the lossless evolution of the field
[12].

III. GOVERNING EQUATIONS

Given the orientation of the coordinate system relative to
the nanotube axis, as defined in Fig. 1, the electron energy
spectrum for CNTs takes the form [31,32]

ε(px,s)=γ0

√
1+4 cos

(
px

dx

h̄

)
cos

(
π

s

m

)
+4 cos2

(
π

s

m

)
,

(1)

where the electron quasimomentum is p = {px,s}, where s =
1,2, . . . ,m is an integer characterizing the momentum quanti-
zation along the perimeter of the nanotube, m is the number of
hexagonal carbon cycles which form the circumference of the
CNT, γ0 is the overlap integral, and dx = 3b/2.

A. Equation for the vector potential

The electromagnetic field in the CNT array is governed
by Maxwell’s equations [41,42], from which, taking into
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account the Lorentz gauge condition, we obtain the wave
equation for the spatiotemporal evolution of the vector field
potential,

ε

c2

∂2A
∂t2

− ∂2A
∂x2

− ∂2A
∂y2

− ∂2A
∂z2

= 4π

c
j, (2)

with A = {A,0,0}, where j = {j,0,0} is the current den-
sity, c is the speed of light in vacuum, and ε is the av-
erage relative dielectric constant of the medium (see, e.g.,
Refs. [27,29–32]).

We emphasize that the system under consideration has a
nonzero electric conductivity only along the x axis, while in the
(y,z) plane, the current is absent due to the negligible coupling
between neighboring nanotubes. Thus, since the second and
third components of the conduction current j are zero, Eq. (2)
admits the existence of zero solutions for the second and
third components of the vector potential. We use this fact to
define the vector potential as being collinear to axes of the
nanotubes.

The conduction current density j along the nanotube axis
is determined by applying the approach used in Refs. [43,44],

which yields

j = 2e

m∑
s=1

∫ πh̄/d

−πh̄/d

vxf (px,s)dpx, (3)

where e < 0 is the electron charge, vx is the electron velocity,
and f (px,s) is the electron distribution function with respect
to quasimomenta px and numbers s characterizing the quan-
tization of the electron’s momentum along the perimeter of a
nanotube. The integration over the quasimomentum in Eq. (3)
is carried out within the first Brillouin zone.

Using the expression for the electron energy (1) to determine
their velocity as vx = ∂ε(px,s)/∂px , and taking into account
the electron distribution f (px,s) according to the Fermi-Dirac
statistics, we derive from Eq. (3) an expression for the current
density (for more details, see Ref. [32]),

j = −en
dx

h̄
γ0

∞∑
r=1

Gr sin

[
r
dx

h̄

(
A

e

c
+ e

∫ t

0

∂φ

∂x
dt ′

)]
, (4)

where n = n(x,y,z,t) is the local value of the concentration of
conduction electrons, φ is the scalar potential (self-consistent
equations for the quantities n and φ are derived in Secs. III B
and III C, respectively), and coefficients Gr are given by

Gr = −r

∑m
s=1

δr,s

γ0

∫ +π

−π
cos(rκ)

{
1 + exp

[ θ0,s

2 + ∑∞
q=1 θq,s cos(qκ)

]}−1
dκ∑m

s=1

∫ +π

−π

{
1 + exp

[ θ0,s

2 + ∑∞
q=1 θq,s cos(qκ)

]}−1
dκ

. (5)

Here, θr,s = δr,s(kBT )−1, while T is the temperature, kB is the
Boltzmann constant, and δr,s are coefficients of the Fourier
decomposition [45] of spectrum (1),

δr,s = dx

π h̄

∫ −πh̄/dx

−πh̄/dx

ε(px,s) cos

(
r
dx

h̄
px

)
dpx. (6)

The evolution of the vector potential of the field in the
system is determined by the projection of Eq. (2) onto the
nanotube axis, which, taking into account expression (4) and
after introducing dimensionless variables, takes the following
form:

∂2�

∂τ 2
−

(
∂2�

∂ξ 2
+ ∂2�

∂υ2
+ ∂2�

∂ζ 2

)

+ η

∞∑
r=1

Gr sin

[
r

(
� +

∫ τ

0

∂�

∂ξ
dτ ′

)]
= 0, (7)

where η = n/nbias = η(ξ,υ,ζ,τ ) is the reduced (dimension-
less) density of the conduction electron, nbias is the concen-
tration of conduction electrons in the homogeneous part of
the sample in the absence of electromagnetic fields, � =
Aedx/(ch̄) is the projection of the scaled vector potential
onto the x axis, � = φ

√
εedx/(ch̄) is the dimensionless

scalar potential, τ = ω0t/
√

ε is the scaled time, ξ = xω0/c,
υ = yω0/c, and ζ = zω0/c are the scaled coordinates, and

ω0 ≡ 2
|e|dx

h̄

√
πγ0n bias. (8)

Thus, Eq. (7) describes the evolution of the vector potential
of the self-consistent electromagnetic field in the CNT array:

the field is fully determined by the density of the conduction
current [see Eq. (2)] and the conduction current is, in turn,
affected by the field [see Eq. (4)].

B. Equation for the electron density

In the general case, the electromagnetic field in the system
under consideration is nonuniform in space. Indeed, the field
of an ultrashort electromagnetic pulse propagating in an array
of nanotubes is localized at each moment in a small (moving)
region of space. The nonuniformity is invisible on the scale
of the nanotube radius, ∼5×10−8 cm, or even for the distance
between neighboring nanotubes, ∼10−7–10−6 cm. However, it
is significant at the wavelength scales of the infrared radiation,
λ ∼ 1 μm.

The spatial nonuniformity of the field along the nanotube
axis determines the dependence of the current density on
coordinate x, as it follows from expression (4) for the current
density. Since the total charge in the sample is conserved and
the change in its bulk density ρ = en obeys the continuity
equation ∇j + ∂ρ/∂t = 0 [41,42], the nonuniformity of the
current density causes a temporal change in electron density,
as per

∂n

∂t
= −1

e

∂j

∂x
. (9)

We stress that as the system considered here is supposed to be
electrically quasi-one dimensional, i.e., the conductivity is only
effective along the nanotubes axis, given the negligible overlap
of the electron wave functions of neighboring nanotubes,

043814-4



PROPAGATION OF THREE-DIMENSIONAL BIPOLAR … PHYSICAL REVIEW A 97, 043814 (2018)

the field nonuniformity along directions orthogonal to the
nanotube axes does not affect the distribution of the electron
concentration in the sample.

Substituting Eq. (4) for the projection of the current density
onto the axis of nanotubes into Eq. (9) and passing to the
dimensionless notation (the same as in Ref. [32]), we obtain an
equation governing the evolution of the electron concentration
under the action of the electromagnetic pulse,

∂η

∂τ
= α

∞∑
r=1

Gr

∂

∂ξ

{
η sin

[
r

(
� +

∫ τ

0

∂�

∂ξ
dτ ′

)]}
, (10)

with α ≡ dxγ0
√

ε/ch̄, and the other quantities defined in
Eq. (7).

C. Equation for the scalar potential field

Since the system as a whole is electroneutral, the redis-
tribution of the electron concentration in the sample, due
to the action of the nonuniform field along the axis of the
nanotubes, is equivalent to appearance of regions of high and
low electron concentration relative to the initial equilibrium
distribution, n0 = n(ξ,υ,ζ,τ0), taken (at the the initial time
τ0) prior to the entrance of the electromagnetic pulse into the
sample. Thus, the local concentration of electrons, n(ξ,υ,ζ,τ ),
may be represented as the sum of the initial equilibrium
value n0 and the concentration of the “additional” charge,
δn(ξ,υ,ζ,τ ) = n − n0, with density δρ = eδn = e(n − n0).
Note that δρ 	= 0 implies a local imbalance between the
negative charge of free electrons and the positive charge of
holes. The local imbalanced charge perturbs the distribution of
the field according to the driven wave equation for the scalar
potential, which follows from Maxwell’s equations [41,42],

ε

c2

∂2φ

∂t2
−

(
∂2φ

∂x2
+ ∂2φ

∂y2
+ ∂2φ

∂z2

)
= 4π

ε
δρ. (11)

Using the same dimensionless notations as above, Eq. (11) can
be written as

∂2�

∂τ 2
−

(
∂2�

∂ξ 2
+ ∂2�

∂υ2
+ ∂2�

∂ζ 2

)
= β(η − η0), (12)

where β = 1/α = ch̄/(dxγ0
√

ε) [see Eq. (10)], and η0 =
n0/nbias = η(ξ,υ,ζ,τ0) is the dimensionless local value of the
concentration of conduction electrons at the initial instant of
time in the absence of the field.

Thus, the evolution of the field in the CNT array, taking into
account the redistribution of the conduction-electron density,
is governed by the system of equations (7), (10), and (12),
which provides a self-consistent model for the evolution of the
electromagnetic field and electronic subsystem in the array.

D. The localization of the electromagnetic pulse

Upon obtaining the numerical solution to Eqs. (7), (10),
and (12), it is possible to calculate the electric field as
E = −c−1∂A/∂t − ∇φ (see, e.g., Refs. [41,42]). Taking into
account that the vector potential has a nonzero component
only along the nanotube axis (see the description of the
system configuration above), one can write expressions for the

components of the electric field as follows:

Ex = E0

(
∂�

∂τ
+ ∂�

∂ξ

)
, Ey = E0

∂�

∂υ
, Ez = E0

∂�

∂ζ
,

(13)

where E0 ≡ −h̄ω0/edx

√
ε. Thus, the electric field in the

CNT array is not, generally, collinear with the nanotube axis.
However, the y and z components of the electric field,
orthogonal to the nanotube axis, do not affect the dynamics
of electrons due to the absence of conductivity of the system
in these directions. Thus, only component Ex , which affects
the dynamics of the electronic subsystem, is relevant to the
description of the solitary electromagnetic wave. The energy
density of this component is

I = E2
x = I0

(
∂�

∂τ
+ ∂�

∂ξ

)2

, (14)

where I0 = E2
0 , and we have made use of the first expression

in Eq. (13). The position of a local maxima of this quantity
identifies the instantaneous location of the ultrashort electro-
magnetic pulse.

IV. NONUNIFORMITY OF THE ELECTRON
CONCENTRATION

We assume that the CNT array contains a localized inhomo-
geneity, in the form of a region with an increased concentration
of conduction electrons, exceeding the bulk concentration nbias

in the homogeneous sample. As mentioned above, such a local
defect can be created by introducing donor impurities at the
stage of the fabrication of the sample, subject to the condition
of the electroneutrality of the entire system. Accordingly, the
initial electron density (in the absence of an electromagnetic
pulse) is n0 = n(ξ,υ,ζ,τ0). We stress that in the absence of
the electromagnetic pulse, each segment of the sample is
locally electroneutral, even if the electron concentration is
inhomogeneous. Namely, in the region of increased electron
density, the hole concentration is higher too, compensating for
the charge of the free electrons.

We assume that the region of the increased electron con-
centration is a narrow layer parallel to the nanotube axis, and
its thickness δzimp is much smaller than the spatial dimension
of the electromagnetic pulse in the direction of its propagation
along the z axis. In addition, we also consider this narrow layer
as being indefinitely extended in the x and y, as shown in Fig. 2.

The respective dimensionless electron concentration in
the sample in the absence of the electromagnetic field is
approximated by the Gaussian profile (see Ref. [37]),

η(ξ,υ,ζ,τ0) = η(ζ ) = 1 +
(
ηmax

imp − 1
)

exp

{
−

(
ζ

δζimp

)2
}

,

(15)

where ηmax
imp = nmax

imp /nbias, nmax
imp is the maximum electron con-

centration in the region of inhomogeneity, and δζimp is a
dimensionless parameter determined by the characteristic half
thickness of the region of the increased electron concentration,
δζimp = ω0δzimp/c. The concentration of conduction electrons
is assumed to be constant in the (x,y) plane.
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FIG. 2. The layer of increased concentration of conduction
electrons.

The initial electron density in the system determines the
corresponding scalar potential. Taking into account the fact that
η ≡ η0 holds initially, the right-hand side of Eq. (12) vanishes.
As a result, Eq. (12) produces a constant solution. Since the
scalar potential is always determined up to an arbitrary constant
[41,42], its initial value may be fixed to be zero,

�(ξ,υ,ζ,τ0) = 0, (16)

which we assume to be the initial distribution of the scalar
potential in the system.

V. THE INITIAL FORM OF THE
ELECTROMAGNETIC PULSE

We now assume that the electromagnetic pulse propagates in
the array of CNTs, with the ξ component of the dimensionless
vector potential at the initial instant of time τ = τ0 defined as
follows:

�(ξ,υ,ζ,τ0) = �B(ζ,τ0) exp

[
− (ξ − ξ0)2 + (υ − υ0)2

w2
0

]
,

(17)

where �B(ζ,τ0) is the ξ component at ξ = ξ0 and υ = υ0, with
ξ0 and υ0 being the dimensionless pulse’s coordinates, along

the ξ and υ axes, respectively, at the initial instant of time, and
the initial transverse half-width w0 of the pulse.

Profile �B(ζ,τ0) is chosen as a breather of the sine-Gordon
equation, i.e., a nontopological oscillating soliton [46],

�B(ζ,τ0) = 4 arctan

{(
1

�2
− 1

)1/2 sin χ

cosh μ

}
, (18)

where

χ ≡ σ�
τ0 − (ζ − ζ0)U√

1 − U 2
, (19)

μ ≡ σ [τ0U − (ζ − ζ0)]

√
1 − �2

1 − U 2
, (20)

U = u/v0 is the ratio of the initial propagation velocity u of
the electromagnetic pulse (breather) along the ζ axis within the
sine-Gordon approximation, and the linear speed of light in the
medium, v0 = c/

√
ε. Further, ζ0 is the dimensionless coordi-

nate of the breather along the ζ axis at moment τ = τ0, � < 1
is a free parameter, which determines the breather’s oscillation
frequency (scaled by frequency ωB = ω0� in physical units),
and σ = √

G1 [coefficients Gj are calculated as per Eq. (5)].
The basic argument in favor of the choice of the initial con-

dition in the form of Eqs. (17) and (18) is that the equation for
the vector potential (7) may be considered as a nonuniform gen-
eralization of the sine-Gordon equation. As the sine-Gordon
equation gives rise to breather solutions in the form of Eq. (18),
it is reasonable to assume the possibility of the propagation
of solitary waves in a form close to breathers. This assump-
tion is amply justified by results reported in Refs. [27–32].
The second factor in Eq. (17) corresponds to the Gaussian
distribution of the field in the plane (ξ,ζ ) perpendicular to the
propagation direction of the electromagnetic pulse. The choice
of the Gaussian distribution for this field is justified by a wide
range of applicability of the Gaussian wave forms [10,47–50].

The component of the electric field (13) along the nanotube
axis, taking into account the expression (17) at the initial instant
of time, has the form of

Ex = 4E0
σ
√

1 − �2

√
1 − U

2

{
cos χ cosh μ − U (�−2 − 1)1/2 sin χ sinh μ

cosh2 μ + (�−2 − 1) sin2 χ

}
exp

[
− (ξ − ξ0)2 + (υ − υ0)2

w2
0

]
. (21)

Equations (17)–(21) describe a short wave packet, consisting
of a carrier wave and an envelope. The carrier, which accounts
for the internal oscillations [27,31] of the pulse, is determined
by the oscillating behavior of the function sin χ , while the
envelope accounts for the exponential behavior of the function
cosh μ. In the case of a few-cycle pulse, variation scales of
both the envelope and carrier of the pulse have the same order
of magnitude, and hence its profile varies periodically with
the frequency of the carrier. The pulse given by Eq. (21)
is categorized as a “bipolar” one, as the sign of this field
component changes periodically.

We emphasize that the initial parameters of the electro-
magnetic pulse at τ = τ0 are given under the assumption
that the pulse is still located at a sufficient distance from
the inhomogeneity layer, where the scaled concentration of
conduction electrons (15) is different from 1. From the exper-
imental viewpoint, the effective optical frequency ωopt and the
characteristic duration of the pulse, TS , are relevant parameters
characterizing the shape of the electromagnetic pulse [37].

The optical frequency ωopt is determined as follows. As
said above, the internal vibrations of the breather (18) are
represented by the function sin χ . We represent the argument
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[see Eq. (19)] of this function in the form

χ = ωct0 + kwave(z − z0), (22)

where kwave is the wave vector. In dimensionless form and using
Eq. (19), we have

χ = ω0√
ε

σ�√
1 − U 2

t0 − U
σ�√

1 − U 2
(z − z0). (23)

By comparing Eqs. (19) and (20), we obtain the following
expression for the carrier-wave frequency:

ωc = ω0√
ε

σ�√
1 − U 2

. (24)

It must, however, be noticed that frequency ωc coincides
with the frequency at which the optical spectrum reaches its
maximum in the slowly-varying-envelope approximation only.
For few- and single-cycle pulses, the latter frequency is larger
than the former, with the ratio between them increasing as the
number of cycles decreases, up to ≈1.66. Further, due to the
strong nonlinear behavior, the spectrum is not conserved in
the course of the propagation, and the frequency at which it
reaches its maximum oscillates. According to Eqs. (17)–(21),
i.e., in the framework of the sine-Gordon approximation, the
amplitude of the oscillations can reach ±0.14ωc.

Duration TS of the electromagnetic pulse (wave packet) with
vector potential (18) is determined by the factor cosh μ. The
usual FWHM definition of TS is the time during which the
instantaneous amplitude of the “running” envelope, measured
at a fixed point, exceeds half of its peak value. In the few-
cycle regime, the definition of TS should be implemented
numerically, using, e.g., the standard deviation. Further, even
this standard definition can give rise to ambiguities, as there is
some discrepancy between the durations of fields � and Ex ,
the ratio of which may become 1.3 in the single-cycle regime.

Therefore, it is more convenient to define the pulse duration
in terms of the slowly-varying-envelope approximation. Ac-
cording to the definition (20) of μ, the role of the characteristic
normalized duration of the pulse may be played by

τS = 1

σU

√
1 − U 2

1 − �2
. (25)

The fact that τS ∼ 1/U at U → 0 corresponds to the slowly-
varying-envelope approximation limit, with the expression for
the pulse in this limit being

ExB = E0
∂�B

∂τ
= 4E0

σ
√

1 − �2

√
1 − U 2

×
{

cos χ cosh μ

cosh2 μ + (�−2 − 1) sin2 χ

}
, (26)

at ξ = ξ0, ζ = ζ0. It is close to the usual sech-shaped pulse,
which would be obtained by neglecting the term sin2 χ in the
denominator,

ExBsech = 4E0
σ
√

1 − �2

√
1 − U 2

cos χ

cosh μ
, (27)

but does not coincide with it. Furthermore, an explicit result for
the envelope does not follow straightforwardly from Eq. (26).
Therefore, we opt to define the pulse’s width in terms of the

sech approximation (27). In this case, the ratio between the
FWHM duration, TS , and the half width at the maximum value
of the sech function, which is precisely τS in normalized form,
is well known to yield the 2 ln(2 + √

3) factor.
Based on these considerations, we obtain the following

duration of the electromagnetic pulse:

TS = 2 ln(2 +
√

3)

√
ε

ω0σU

√
1 − U 2

1 − �2
. (28)

To summarize, the pulse’s shape is fully characterized by the
dimensionless speed U and frequency of internal oscillations
�, which determine the carrier frequency ωc and characteristic
duration TS .

The number of cycles in the pulse can then be defined as
Np = TS/Tc, where Tc = 2π/ωc is the period of the carrier
wave. Then, according to Eqs. (24) and (28),

Np = ln(2 + √
3)�

π
√

1 − �2U
. (29)

It is thus seen that the parameter U essentially defines the few-
or subcycle character of the pulse, from the slowly-varying-
envelope approximation at U → 0 to the deeply subcycle con-
figuration at U → 1. Due to the above-mentioned discrepancy
between ωc and the actual maximum of the optical spectrum,
Np defined as per Eq. (29) underestimates the number of
optical cycles by approximately 8% in the limit of the single-
cycle regime (Np = 1), which is obtained for U = 0.242. At
U → 1, Np approaches 0.24, while the value computed from
the maximum of the optical spectrum is 0.46. Obviously, the
concept of the number of cycles is ambiguous in the subcycle
regime.

In the subcycle regime, with TS < Tc, the oscillations of
sin χ can no longer be considered as a carrier wave. Then,
the central frequency of the pulse is mainly determined by the
inverse 1/TS of its duration, as can be checked by numerically
computing the optical spectrum, which amounts to the com-
putation of the Fourier transform of Ex . Hence, we define the
optical frequency as ωopt = ωc if Np > 1, i.e., if U < 0.242,
and ωopt = 2π/TS otherwise. The corresponding wavelength
in vacuum is λopt = cTc for U < 0.242 and λopt = cTS for
U > 0.242. It can easily be checked that the maximum value
of field Ex is

Emax = 4E0
σ
√

1 − �2

√
1 − U 2

, (30)

which increases with U and diverges at U → 1; hence, U may
be also considered as a measure of the pulse’s peak intensity
Ip. Within the slowly-varying-envelope approximation,

Ip = c
√

ε

8π
E2

max = 2c
√

εE2
0

π

σ 2(1 − �2)

1 − U 2
. (31)

Although the actual intensity depends on the wave’s velocity
and may differ from this expression, we will use Eq. (31) in
the few- and subcycle regimes.

VI. TRANSMISSION AND REFLECTION COEFFICIENTS

As a result of the interaction with the layer of increased
electron concentration, the initial electromagnetic pulse is
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generally split into reflected and transmitted ones. The ratio
of the energies of the transmitted and reflected wave packets
depends on various parameters, including the initial charac-
teristics of the incident pulse, and also parameters of the
scattering layer. To quantify this, we calculate the transmission
and reflection coefficients, Kpass and Krefl, as per [37],

Kpass =
∫ +∞

0 dζ
∫ +∞
−∞ dυ

∫ +∞
−∞ dξI (ξ,υ,ζ,τ∞)∫ +∞

−∞ dζ
∫ +∞
−∞ dυ

∫ +∞
−∞ dξI (ξ,υ,ζ,τ∞)

, (32)

Krefl =
∫ 0
−∞ dζ

∫ +∞
−∞ dυ

∫ +∞
−∞ dξI (ξ,υ,ζ,τ∞)∫ +∞

−∞ dζ
∫ +∞
−∞ dυ

∫ +∞
−∞ dξI (ξ,υ,ζ,τ∞)

. (33)

In Eqs. (32) and (33), τ∞ corresponds to any time after the
establishment of the stable propagation of the electromagnetic
pulse, after its interaction with the layer, when the pulse is
already at a sufficiently large distance away from it so that the
field energy density in this layer is negligible in comparison
to the maximum energy density of the field, i.e., condition
I (ξ,υ,0,τ∞) � Imax ≡ max{I (ξ,υ,ζ,τ∞)} holds. Coefficient
Kpass, defined by Eq. (32), may be interpreted as the ratio of
the energy of the wave packet passing the layer of increased
electron concentration to the total field energy in the volume
of the sample. Similarly, Krefl, defined by Eq. (33), is the share
of the energy of the reflected wave packet in the sum of the
energies of the transmitted and reflected packets.

The system considered in this paper is conservative since the
collisionless approximation is assumed. Therefore, the energy-
conservation law imposes the constraint

Krefl + Kpass = 1. (34)

Note that when condition I (ξ,υ,0,τ∞) � I max is satisfied, and
also by virtue of the energy conservation law, coefficients Kpass

and Krefl are time independent.
If the energy of the wave packet propagating in the original

direction significantly exceeds the energy of the wave packet
reflected from the inhomogeneity layer, i.e., Kpass � Krefl, we
assume that the pulse has passed through this layer. In the
opposite case, when the energy of the reflected wave packet
significantly prevails over the energy of the transmitted one,
i.e., Kpass � Krefl, we categorize the pulse as reflected. For
certain values of the system’s parameters—in particular, at
some “threshold” value of the initial peak intensity, Ipthr , of
the incident pulse—it may split into two wave packets with
approximately equal energies, which propagate in opposite
directions after the interaction with the inhomogeneity layer,
thereby corresponding to Kpass ≈ Krefl.

VII. NUMERICAL ANALYSIS AND DISCUSSION
OF THE RESULTS

A. System parameters

For modeling, we used the following realistic values of
the parameters of CNTs of the zigzag type (m,0): m = 7,
γ0 = 2.7 eV, b = 1.42×10−8 cm, dx ≈ 2.13×10−8 cm, and
nbias = 1018 cm−3. We assume that the CNT array is embedded
in a dielectric matrix and the resulting effective dielectric
constant of the system is ε = 4, where the calculation of
coefficients Gr given by Eq. (5) in the expression for the

conduction current density (4) is performed for temperature
T = 293 K (see, for example, Refs. [32,37]).

We note that the use of the collisionless approximation
(which makes it possible to neglect dissipative effects, as
mentioned above) is justified when the evolution-time interval
is smaller than the relaxation time t rel. In the course of
the respective time, trel � 10−11 s, the electromagnetic pulse
passes distance z � ctrel/

√
ε � 0.15 cm.

When simulating the interaction of the pulse with a layer
of the increased electron concentration, we vary values of
the parameters within a wide range. In particular, parameter
ηmax

imp = nmax
imp /nbias, corresponding to the maximum concen-

tration of electrons in the inhomogeneity layer, ranges from
2 to 100. Next, the layer’s dimensionless thickness δζimp is
varied between 0.05 to 0.5. Parameter U of the electromagnetic
pulse approaching the layer is chosen in the interval of
U ∈ (0.5; 0.999). We note that at velocities U < 0.5, in the
course of time ∼ trel, the pulse passes a negligible distance,
which is much smaller than its own spatial width along the
ζ axis. Velocities corresponding to U > 0.999 are not con-
sidered here because of limitations imposed by the numerical
scheme.

Frequency � of the internal vibrations of the breatherlike
electromagnetic pulse is varied in the interval of � ∈ (0.1; 0.9).
As it decreases, the width of the pulse along the ζ axis decreases
too, although for � � 0.5 the corresponding change of the
pulse’s profile is insignificant. At � > 0.7, the width of the
pulse becomes comparable to dimensions of the numerical
grid, which was chosen in accordance with the characteristic
size of real samples of CNT arrays. Lastly, transverse width
w0 of the pulse is varied between 0.5 and 2.0, which leads to
no qualitative difference in the character of the interaction of
the electromagnetic pulse with the region of increased electron
concentration.

B. Scenarios for the interaction of the electromagnetic pulse
with a layer of increased electron concentration

Equations (7), (10), and (12) do not admit analytical
solutions, therefore we carried out numerical simulations to
study the propagation of the electromagnetic pulse in the CNT
array. To solve this system of equations with initial conditions
(15)–(17), we used an explicit finite-difference three-layer
scheme of the “cross” type described in Refs. [51–53], which
was adapted by us for the 3D model, using the approach
developed in Ref. [37]. Here, we do not describe it in detail,
as the numerical scheme and the computational algorithm are
similar to those presented in a detailed form in Ref. [37] for
the 2D geometry. As a result of the computations, we have
found fields �(ξ,υ,ζ,τ ), η(ξ,υ,ζ,τ ), and �(ξ,υ,ζ,τ ), and also
calculated the distribution of the field energy density at each
instant of time, using Eq. (14).

The simulations reveal that depending on the values of
certain system’s parameters, different scenarios of the in-
teraction of the ultrashort pulse with the layer of increased
electron concentration are possible. The pulse may either
pass the layer or bounce back from it. Control parameters,
whose values determine the result of the interaction, are
characteristics of the electromagnetic pulse (in particular, the
speed at which it is approaching the inhomogeneity layer)
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FIG. 3. Distribution of the energy density of the electric field I (ξ,υ0,ζ,τ ) in the array of nanotubes at various moments of dimensionless
time τ = ω0t/

√
ε, in the course of the passage of the laser pulse through the layer of high electron concentration, located at ζ = 0: (a) τ = 0,

(b) τ = 3.0, (c) τ = 6.0, (d) τ = 9.0. Dimensional coordinates ξ = xω0/c and ζ = zω0/c are plotted along the horizontal and vertical axes.
Values of I/I0 are mapped with the help of the color scale, with yellow and blue areas corresponding, respectively, to the maximum and
minimum values of the energy density.

and of the layer itself (its thickness and the concentration of
conduction electrons in it). Passing the layer is facilitated both
by the increase in the peak intensity of the incident pulse and
by the decrease in the thickness of the layer and concentration
of electrons in it. In fact, similar scenarios of the interaction
of the pulse with the layer are produced by varying all control
parameters.

In what follows, we present a number of key results for
the propagation of the ultrashort pulse in the inhomogeneous
CNT array for different values of parameters of the pulse and
inhomogeneity layer. Figures 3 and 4 display the results for the
ultrashort pulse interacting with the layer at different values
of the pulse’s parameter U , while other parameters remain
constant: the dimensionless frequency of internal oscillations
is � = 0.5, the transverse pulse’s width w0 = 1.75, and char-
acteristics of the inhomogeneity layer ηmax

imp = 30, δζimp = 0.1.
Figure 3 illustrates the passage of the electromagnetic pulse

through the layer of increased electron concentration. The
temporal narrowness of the incident pulse and its peak intensity
are determined by U = 0.99. The duration of such a pulse
is TS � 12.8×10−15 s [see Eq. (28)], which corresponds to
the optical frequency ωopt � 4.9×1014 s−1 and wavelength
λopt � 2.8 μm, at the lower limit of the midinfrared band.
The maximum amplitude of the electric field of the pulse is
Emax � 8.6×104 statvolt/cm � 2.6×109 V/m, which follows

from Eq. (30). This electric-field amplitude corresponds to a
peak intensity Ip � 1.76×1019 erg cm2 s−1 � 1.76 TW/cm2.

Figure 3 shows the distribution of the energy density of the
electric field I (ξ,υ0,ζ,τ ) [see Eq. (14)] in the cross section
(ξ,ζ ) (at υ = υ0 ) at different values of the dimensionless
time, τ = ω0t/

√
ε. The energy density of the electric field

is represented by ratio I/I0, using a suitable color map, with
blue and yellow areas corresponding, respectively, to minimum
and maximum values. For values of the system’s parameters
selected above, the unit along the ξ and ζ axes corresponds to
distance �4.2×10−4 cm. Note that we show the distribution of
I/I0 only in the cross section (ξ,ζ ) (for υ = υ0), as the pattern
of the distribution of the energy density in the cross section
(υ,ζ ) is quite similar.

It can be seen from Fig. 3 that the electromagnetic pulse
after interacting with the inhomogeneity layer passes it and
continues to stably propagate in the medium in the original
direction. Note that in this case, only a negligible fraction of
the initial electromagnetic pulse is reflected, in the form of a
wave packet with a small amplitude propagating in the opposite
direction. The transmission and reflection coefficients in this
case are Kpass ≈ 0.8464 and Krefl ≈ 0.1536, respectively, sat-
isfying relation Kpass � Krefl, which allows us to speak mainly
about the passage of the layer of high electron concentration
by the pulse.

FIG. 4. The distribution of the energy density of the electric field, I (ξ,υ0,ζ,τ ), in the array of nanotubes at different values of dimensionless
time τ , when the laser pulse is reflected from the layer of increased electron concentration placed at ζ = 0: (a) τ = 0, (b) τ = 3.0, (c) τ = 6.0,
(d) τ = 9.0. The notation is the same as in Fig. 3.
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FIG. 5. Transmission and reflection coefficients, Kpass and Krefl (solid and dashed curves, respectively), vs parameter U , which characterizes
the narrowness and intensity strength of the incident electromagnetic pulse when it interacts with the layer of increased electron concentration
(a) for increasing concentration, namely, for δζimp = 0.1: 1 (red): ηmax

imp = 20; 2 (green): ηmax
imp = 30; 3 (blue): ηmax

imp = 40; and (b) for increasing
values of the layer’s thickness, namely, for ηmax

imp = 20: 1 (red): δζimp = 0.10; 2 (green): δζimp = 0.15; 3 (blue): δζimp = 0.20.

Figure 4 shows the reverse situation, namely, the reflection
of the electromagnetic pulse, with U = 0.80, from the layer of
increased electron concentration. These values of the parame-
ters of the electromagnetic pulse correspond to duration TS �
6.7×10−14 s, optical frequency ωopt � 9.3×1013 s−1, and
wavelength λopt � 20 μm, in the midinfrared range, and the
maximum of the electric field Emax � 2.0×104 statvolt/cm �
6.1×108 V/m, which corresponds to peak intensity Ip �
9.75×1017 erg cm2 s−1 � 97.5 GW/cm2. Similarly to Fig. 3,
this figure shows the distribution of the energy density of
the electric field I (ξ,υ0,ζ,τ ) in cross section (ξ,ζ ) of the
CNT array at various values of dimensionless time τ . The
electromagnetic pulse, having an insufficiently high initial
peak intensity, does not pass this region, bouncing back and
propagating in the reverse direction. The respective transmis-
sion and reflection coefficients are Kpass ≈ 0.075 and Krefl ≈
0.9925. Relation Kpass � Krefl in this case may be interpreted
as satisfying the criterion for the reflection of the laser pulse
from the layer of an increased electron concentration.

As shown by the numerical analysis, the possibility of the
passage of the electromagnetic pulse through the layer of the
high electron concentration depends not only on the peak
intensity of the incident pulse, but also on parameters of the
layer, such as its thickness δζimp and the maximum reduced
concentration of electrons in it, ηmax

imp.
Figure 5 shows the dependence of the reflection and trans-

mission coefficients of the electromagnetic pulse on parameter
U that determines its initial peak intensity, longitudinal width,
and duration. As U increases, the transmission coefficient
Kpass (the solid curve) increases too and, accordingly, the
reflection coefficient Krefl (the dotted curve) decreases. The
value U = Uthr of U is such that the two curves intersect,
thereby implying the equality between the transmission and
reflection coefficients,

Kpass(Uthr) = Krefl(Uthr). (35)

The latter equation fully defines the threshold value Uthr. For
values of parameters used in Figs. 3 and 4, namely, ηmax

imp = 30
and δζimp = 0.1, the threshold is Uthr � 0.96, which corre-
sponds to the peak intensity Ipthr � 4.6×1018 erg cm2 s−1 =
460 GW/cm2. At U � Uthr, the electromagnetic pulse can be
divided into two approximately identical wave packets, one of
which continues to move in the original direction, while the
other bounces back from the layer of increased electron con-
centration. Calculations show that the transmission coefficient
Kpass increases and the reflection coefficient Krefl decreases
with the increase of U , while other parameters are kept
constant. Further, Kpass decreases and Krefl increases with the
increase of any parameter of the inhomogeneity layer, viz.,ηmax

imp
[see Fig. 5(a)] and δζimp [see Fig. 5(b)], at a fixed value of U .

Thus, the result of the interaction of the laser pulse with
the layer of the increased electron concentration depends on
various parameters, including the initial pulse’s parameter
U , which controls peak intensity Ip, optical frequency ωopt,
duration TS , the maximum reduced electron concentration in
the inhomogeneity layer, ηmax

imp, and the characteristic thickness
of this layer, δζimp.

Qualitatively, these dependencies have a simple physical
explanation. As can be seen from Eq. (4), the current density
induced by the pulse is proportional to the conduction elec-
trons’ concentration. Therefore, with the increase of the carrier
concentration in the impurity band, the current that creates
the pulse also increases, i.e., the impurity region becomes
more conductive. Even at the level of linearized equations,
using the Fresnel formulas for the reflection and transmission
coefficients, it is clear that a more conducting medium reflects
the electromagnetic wave more efficiently. The obtained de-
pendencies on the speed of the pulses may be qualitatively
understood too. As the peak intensity increases, the velocity
also increases, reducing the time of the interaction with the
impurity band, and hence the time available for generating the
pulse running in the reverse direction is reduced. Indeed, as can
be seen from Eq. (31), the higher the intensity, the higher the
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pulse velocity is. From Eq. (27), one can notice that a higher
pulse velocity leads to a reduction in the longitudinal width of
the pulse, which consequently yields a shorter pulse duration
[Eq. (28)]. In summary, a decrease in the pulse duration and
longitudinal width results in a shorter time interval during
which the pulse interacts and passes through the region with
an increased electron concentration.

Another explanation for the particular pulse dynamics
observed in the presence of the layer of inhomogeneity is
that a higher peak intensity of the pulse makes it easier
to overcome the effective potential barrier induced by the
impurity band. In Refs. [54,55], an energy-based analysis of
the interaction between the pulse and a layer of increased
electron concentration in a semiconductor is reported. The
energy of the soliton, necessary to overcome the effective
potential barrier created by the impurity region, was defined
through the effective Lagrangian of the soliton in a vicinity
of an impurity, in the framework of a model based on an
inhomogeneous (perturbed) wave equation of the sine-Gordon
type, similar to the governing equation used in the present
work. In Refs. [54,55], it was established that larger values of
the pulse’s velocity—or, equivalently, of the peak intensity—
and smaller values of the pulse duration favor the passage of a
pulse through the region of increased conductivity.

In connection to these results, it is relevant to compare
them with known results obtained for the 1D sine-Gordon
equation with impurities [56–59]. Conclusions formulated in
those works indicate that colliding with an inhomogeneity,
the breather is either attenuated, due to the emission of linear
waves, or splits into a kink-antikink pair (note that an essential
part of those above results was obtained analytically). The
difference demonstrated by our results is related to two central
factors: (i) the three dimensionality of our problem, which
modifies the dispersion law, and (ii) the nonlinearity of our
medium, represented by multiple sine terms. Because of the
nonintegrability of the present model, our quasisoliton suffers
radiation losses, which, however, become significant for times
much larger than those we are considering here, namely, at
times when the relaxation effects in the electronic subsystem
become significant. The effects of the three dimensionality,
in particular, imply the necessity to redefine the topological
charge, which plays a major role in the dynamics of the
1D models. In the 1D case, the topological charge acts as a
“selection rule,” which prohibits certain decay mechanisms.
In the present case, these rules do not apply because of the
three dimensionality. While the breatherlike solutions suffer
some radiation losses, as mentioned above, it is not seen in
the reflection or transmission coefficients, as the integration
is carried out throughout the entire spatial domain, taking the
contribution from the radiation field into account.

Thus, based on the results produced by our numerical
analysis, it can be asserted that the electromagnetic pulses
with relatively low peak intensities cannot pass the layer of
increased electron concentration, while the pulses with peak
intensities significantly exceeding a certain threshold value
overcome the repelling layer. As the peak intensity of the
pulse increases, the possibility of its passage through the
layer increases too. In other words, an increase in the optical
frequency and a decrease in the duration of the electromagnetic
pulse contribute to the ability of the pulse to pass the layer.

The threshold value of parameterUthr of the electromagnetic
pulse, in turn, depends on a number of factors, including pa-
rameters ηmax

imp and δζimp of the layer of increased electron con-
centration. The possibility of the passage of the inhomogeneity
layer by the pulse increases with a decrease in these parameters.
These findings refine and generalize conclusions obtained in
previous works devoted to the study of the interaction of
extremely short pulses with layers of an increased electron
concentration in CNT arrays, which were based on 2D models
[36,37]. The system considered in the present work acts as a
“filter” for extremely short electromagnetic pulses, selectively
transmitting narrow ones (with higher optical frequencies) and
reflecting pulses of longer durations, with lower frequencies.
This effect may be used as a basis for the operation of optical
logic elements and laser-field control devices, as well as in
the technology of nondestructive quality control of electronic
elements based on CNTs.

VIII. CONCLUSIONS

Key results of this work are summarized as follows:
(i) It has been established that as a result of the scattering

of the electromagnetic pulse on the layer of increased electron
concentration in the array of CNTs (carbon nanotubes), both
the passage of the pulse through the layer and reflection from
it take place.

(ii) The result of the interaction of the electromagnetic pulse
with the layer of increased electron concentration depends on
values of the system’s parameters, including the speed (deter-
mined by the optical frequency and duration) of the pulse, and
also on characteristics of the inhomogeneity layer (its thickness
and the excess of the conduction electron concentration with
respect to the bulk array).

(iii) The increase in the peak intensity (or increase in
the optical frequency or decrease in the duration) of the
electromagnetic pulse, as well as the decrease in the thickness
of the inhomogeneity layer and concentration of conduction
electrons in it, facilitate the passage of the pulse through this
layer.

(iv) After interacting with the layer of high electron con-
centration, the electromagnetic pulse retains its characteristics,
remaining an oscillating bipolar wave packet that can propa-
gate steadily over distances that are noticeably larger than its
dimensions along the direction of motion.
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