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Abstract. To assess a building energy performance, the consumption being predicted or estimated during
the design stage is compared to the measured consumption when the building is operational. When valuing
this performance, many buildings show significant differences between the calculated and measured con-
sumption. In order to assess the performance accurately and ensure the thermal efficiency of the building,
it is necessary to evaluate the uncertainties involved not only in measurement but also those induced by
the propagation of the dynamic and the static input data in the model being used. The evaluation of
measurement uncertainty is based on both the knowledge about the measurement process and the input
quantities which influence the result of measurement. Measurement uncertainty can be evaluated within
the framework of conventional statistics presented in the Guide to the Expression of Measurement Uncer-
tainty (GUM) as well as by Bayesian Statistical Theory (BST). Another choice is the use of numerical
methods like Monte Carlo Simulation (MCS). In this paper, we proposed to evaluate the uncertainty as-
sociated to the use of a simplified model for the estimation of the energy consumption of a given building.
A detailed review and discussion of these three approaches (GUM, MCS and BST) is given. Therefore,
an office building has been monitored and multiple temperature sensors have been mounted on candidate
locations to get required data. The monitored zone is composed of six offices and has an overall surface
of 102 m2.

Keywords: Building energy performance, Uncertainty evaluation, GUM Method, Bayesian Approach,
Monte Carlo

Nomenclature

n Number of observations

N Number of parameters

f Functional relationship between parameters

Ray Horizontal Solar radiations

ΔΨ Difference between the outdoor and indoor
temperature

Tout Outdoor Temperature

Tin Indoor Temperature

M Number of Monte Carlo trials

Qbuilding Building heat loss

Qcv Heat loss due to conduction and ventilation

Qinf Heat loss due to infiltrations

QI Heat loss due to building inertia

Ao Heat gain due to occupation

As Heat gain due to solar radiations

ξ Building Inertia coefficient

� Correspondence: fally.titikpina@univ-angers.fr

Ub Average Conduction coefficient through the
building envelop

Φ Envelop Solar radiations absorption coefficient

β Envelop conduction coefficient

xi, xj Input parameters

u(y) Output uncertainty

γ Infiltration coefficient due to wind

ϑ Wind Speed

S Surface of the zone

y Output parameter

q Air flow rate in the building

cp Air Specific Heat

ω Week of the year

X A selected input quantity

1 Introduction

The regulation of energy consumption in all area has be-
come today a worldwide concern. In a context of energy
resources increasing scarcity, especially oil and gas, it has
become essential and vital to limit the energy demand of
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some sectors especially in the area of buildings energy con-
sumption. According to the International Energy Agency
(IEA), at the current consumption trend, oil reserves will
run out in less than 50 years, natural gas in 60 years and
coal in 120 years while the energy demand is increasing
substantially [1].

The building sector is the largest energy consumer in
the European Union. In 2008, it engages 40% of the total
energy consumption and gives off 36% of CO2 emissions.
Among all economic area in Europe, the construction in-
dustry is the area of huge energy demand. It is responsible
of more than 20% of greenhouse gas emissions [2]. With
the continuous demographic growth, these numbers are
in continual progression and are making the building en-
ergy consumption matter an international issue, which is
managed by public policies [3].

A building energy performance is defined as the
amount of energy actually consumed or estimated to meet
the different needs associated with a standardized use of
the building, which may include heating, cooling, hot wa-
ter, ventilation and lighting [3]. This standardized use
is somewhat unpredictable and usually lead to a gap in
the energy predicted during the building design stage
and the real energy consumption when the building is
operational [4].

The challenge in the construction industry is to ensure
that the predicted energy performance of a given building
is achieved with a minimum of uncertainty at the opera-
tional stage [4]. This situation comes to provide high per-
formance in thermal comfort and reliability at lowest cost
possible. This task can be achieved primarily by finding
the sources of the performance gap and later by estimating
the amount of uncertainty associated to the performance
being predicted [5].

The parameters that describe a building such as the
static parameters (wall absorption, inertia coefficient,
conduction and infiltration coefficients due to wind) and
dynamic parameters (weather and occupation) are rele-
vant sources of uncertainty but does not represent the en-
tire causes when estimating building energy consumption.
De wit [6] introduced various causes of uncertainty in the
building performance assessment: the specification uncer-
tainty coming from inaccurate description of the building
and its systems, the modelling uncertainty which comes
from the physical model itself, the errors introduced in the
model during simulation, and those arising from external
conditions and occupants [7]. To better sense uncertainty
and its influence on building performance, it is important
that these sources of uncertainty are known. Several re-
search works were focused on this problem, although few
case studies included this aspect into their analyses. In
this paper, the uncertainties coming from measured data
are evaluated in different ways.

Most of time, the uncertainty associated to measured
data comes not only from the random errors but also from
the data itself. These parameters are affected by the mea-
surement methods, the equipment being used, the qual-
ity of the data and also by the assumptions made during
the analysis process. A set of methods are used to es-

timate uncertainty in measurements. Among them, the
GUM (Guide to the expression of Uncertainty in Mea-
surements) [8], the Monte Carlo Simulation [9], and the
Bayesian inference [10, 11] are the common ones.

These methods are based on both the knowledge about
the measurement process and on the impact of parame-
ters being involved. The model equation represents the
knowledge about the measurement process and the rela-
tion between the quantities while their degree of belief is
expressed by probability density functions.

In this paper, we tried to estimate the energy demand
of a selected zone of an office building with a simpli-
fied model, (the BEECHAM model [12] which combines
physical principles and statistical method and its associ-
ated uncertainty with the three different approaches cited
above. The content is organized as follows; Section 2 re-
views the uncertainty estimation methods, each one with
its base principles and the presentation of the BEECHAM
model, followed in Section 3 by the application made and
in Section 4 by the results and discussions.

2 Materials and methods

2.1 GUM principle

The Guide to the expression of Uncertainty in Measure-
ments [8] is frequently used to evaluate measurement un-
certainty. It has been published in 1993 and constitutes
one of the reference documents in the area of measure-
ment uncertainty. When repeated measurements are made
on a variable, or when information is available on the
data or on the measurement process, the Guide speci-
fies the estimation of the associated uncertainty. Then,
given the estimates and the associated uncertainties of
the input quantities, the GUM describes how to determine
the best estimation of the measurand and its associated
uncertainty as well as a confidence interval.

According to the GUM, uncertainty is a parameter as-
sociated to the result of a measurement, which character-
izes the dispersion of the values that could be reasonably
attributed to the quantity being measured (measurand).
Two types of methods are presented. Among them, the
type A method of evaluation of uncertainty, carried out
by the statistical analysis of series of observations. In
most cases, the measurand y is not measured directly, but
is determined from the measurement of N other quan-
tities x1, x2, . . . , xN through a functional relationship f ,
given in equation (1).

y = f (x1, x2, . . . , xN ) . (1)

The GUM method is based on the concept of a mea-
surement equation (Eq. (1)), which represents the pro-
cess to determine the best estimate of y and its as-
sociated standard uncertainty u (y) from the estimates
and associated standard uncertainty of the input quan-
tities x1, x2, . . . , xN [8]. In this equation the variables
are the input quantities and the measurement result is
obtained by introducing the estimates of the inputs in
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the model. Then, the uncertainty of the output quantity
is calculated from the measurement model by propaga-
tion in equation (2). The GUM Uncertainty framework is
then said to be a method of propagation of uncertainties.
When the input quantities are correlated, the appropriate
expression for the uncertainty associated with the result
of a measurement is:

u2 (y) =
N∑

i=1

∂f

∂xi

2

u2 (xi)

+ 2
N−1∑
i=1

N∑
j=i+1

(
∂f

∂xi

) (
∂f

∂xj

)
u(xi, xj), (2)

where xi and xj are the estimates of the parameters Xi

and Xj and u (xi, xj) is the estimated covariance associ-
ated to xi and xj . To quantify the uncertainty of a mea-
surement using the GUM approach, one does not need to
compute any complicated calculation. The methodology
is clearly stated in the GUM and simple to apply.

2.2 Monte Carlo method for uncertainty estimation

An updated supplement to the GUM, GUM S1 [13], spec-
ifies uncertainty evaluation in terms of a probability den-
sity function. It describes the numerical propagation of
probability density function through the model mentioned
before. The Monte Carlo methodology [14], as presented
by the GUM S1, induces the propagation of the input
quantities distributions through the model in order to pro-
vide the output probability distribution [15].

When the inputs density functions are defined, a num-
ber of Monte Carlo trials is selected. Generally, the greater
the number of simulation is, the better are the results. The
evaluation of the measurement uncertainty from Monte-
Carlo simulation is done through the following steps.

After setting up the relationship between the analyt-
ical result y and the input quantities xi, which is some-
what the model equation for the measurement process,
the probability density function p(xi) of each input quan-
tity xi, have to be identified according to all the uncer-
tainty sources. A number M of Monte Carlo trials is se-
lected. Then, one generates M samples xi1, xi2, . . . , xiM of
each xi. From the estimated set of result, yi1, yi2, . . . , yiM

the combined uncertainty u(y) can be easily calculated by
the propagation of the generated data trough the func-
tional relationship f as stated in equation (3). The Monte
Carlo Method (MCM) is then said to be a method of prop-
agation of distributions. However, when the inputs quan-
tities are correlated, their probability density function are
suitably estimated by a joint probability density function.
Then, a confidence interval of the output y is estimated
after the choice of a coverage probability p.

⎡
⎢⎢⎣

y1

y2

...
yM

⎤
⎥⎥⎦ = f

⎛
⎜⎜⎝

⎡
⎢⎢⎣

x11 x21 . . . xN1

x12 x22 . . . xN2

...
...

. . .
...

x1M x2M . . . xNM

⎤
⎥⎥⎦
⎞
⎟⎟⎠ . (3)

The Monte Carlo Simulation is easy to apply and returns
the information about the model distribution. However, it
also has some limitations: the model simulation runtime
could be long in some complex cases. Furthermore, the se-
lection of the proper probability distribution functions for
the model parameters may be difficult due to inaccurate
data. In addition, the accuracy of the numerical simula-
tion depends on the number of simulations.

Regarding the Monte Carlo Method, it is sometimes
difficult to reliably specify the probability density function
of each input variable. If some inputs are known to be cor-
related, it will be difficult to specify their joint probability
distribution. Most of time, an approximation is made from
the available data and information. Furthermore, related
to the ISO-GUM approach, the Monte Carlo Simulation
does not make the distinction between the uncertainties
estimated by the statistical approach and those arising
from other source such as sensors specifications, previous
tests results or from the operator judgment. The differ-
ence should be done to estimate the probability density
function of the input quantities.

2.3 Bayesian uncertainty quantification

For Bayesian Uncertainty Quantification, all the informa-
tion available on a quantity is updated by the measure-
ment in order to assign a value to this quantity. Bayesian
statistics is based on Bayes Theorem [10]. This theorem
comes from the axiom which states that given two propo-
sitions X and Y , the probability of both of them being
true is equal to the product of the probability of X being
true by the probability of Y being true given that X is
true (Eq. (4)).

p (X/Y ) =
p (X) p (Y /X)

p (Y )
. (4)

Let us consider a sample of independent and identically
distributed (i.i.d), x1, x2, . . . , xN random variables, which
depends on an unknown parameter θ, with a probabil-
ity density function p (x/θ) π (θ) is the probability den-
sity function of θ and L (x/θ) the measurement likelihood
function (Eq. (5)). The posterior distribution of θ denoted
by π (θ/x), is the conditional distribution of θ given the
observations of x, with x = (x1, x2, . . . , xN ), the i.i.d vari-
ables considered above.

L (x/θ) =
n∏

i=1

p (xi/θ). (5)

The posterior distribution π (θ/x), gives the information
about θ after measurement is done (Eq. (6)). This poste-
rior distribution is found through the Bayesian inference.

π (θ/x) =
L (x/θ) π (θ)∫

θ

L (x/θ)π (θ) dθ

π (θ/x) =
∏n

i=1 p (xi/θ)π (θ)∫
θ

∏n
i=1 p (xi/θ)π (θ) dθ

. (6)



308-p4 International Journal of Metrology and Quality Engineering
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Fig. 1. Data-driven method flow chart.

Equation (6) can then be written as:

π (θ/x) ∝
n∏

i=1

p (xi/θ) π (θ). (7)

Bayesian inference about a quantity [11], is made through
the probability density function that describes the infor-
mation acquired from measurement and the knowledge
about the quantity before the measurement is per-
formed [16, 17]. Bayes formula is a mechanism that com-
bines the prior information on the parameters and the in-
formation provided by the measured data. The Bayesian
approach applied with probability density functions is
given in equation (8) by [18].

p (y/x1, x2, . . . , xN ) ∝ p (x1, x2, . . . , xN/y) p (y) . (8)

When estimating the uncertainty of a quantity by the
Bayesian method, it is often difficult to assign prior in-
formation to the quantity being measured. To construct
the prior density function, one should make use of all avail-
able prior information such as calibration data, data from
other related experiments, personal judgment and other
available evidences about the quantity. Still, since that
information comes from a personal opinion and are unre-
liable, it can result to significant uncertainties [19].

2.4 A simplified building energy model:
the BEECHAM model

One of the major concerns for the building sector nowa-
days is the evaluation and the prediction of a building
energy performance. Many factors influence the energy be-
haviour of a building. Weather conditions, the occupants
and their activities, the components such as lighting, the
building thermal properties, the HVAC systems perfor-
mance are the relevant parameters. These elements induce
several variables, which are involved in the building energy
model and can be split into two groups: the dynamic and
the static parameters. The dynamic factors are known to
change with time like the weather, the occupancy and the
static parameters are the non-variable factors such as the
building construction and thermal property. The energy
model of buildings is then said to be complex and when
predicting its energy consumption one might take into ac-
count all these factors.

Several methods rather complex or simplified are used
to model the thermal performance of a building and its
heat gains. Different techniques, going from statistical
methods such as simple regression model to engineer-
ing methods based on physical principles are used. Ar-
tificial intelligence methods for example Artificial Neu-
ral Networks (ANN) [20, 21] or Support Vector Machines

(SVMs) [22] are also used to forecast the building energy
consumption. In this paper, we will focus on an engineer-
ing and statistical based method especially a data driven
model (Fig. 1) which uses physical and thermal principles
to estimate the energy behaviour of a building.

According to Coakley et al. [23], data-driven models
can be used to model a system behaviour with a minimum
set of adjustable inputs. The statistical methods are used
to construct physical model from measured data as illus-
trated in Figure 1. This kind of methods mainly focuses on
the thermal phenomena occurring between a building and
its surroundings to calculate precisely, at each time step
the building heat load. The most influential and the most
important factors to determine a building energy demand
are the weather conditions. The outdoor temperature, the
solar radiations and the wind speed have a non-negligible
impact on the conduction through the building envelop
and on the infiltrations through the building walls.

Caucheteux et al. [12] developed a model, the
BEECHAM (Building Energy Efficiency Characterization
Method) with which the heating requirement of a given
building can be estimated based on its thermal balance.

The energy balance of a given building is assessed as
previously said, by summing the heat losses and the heat
gains under operational conditions. Then, the heat loss
due to conduction through the building envelop QC , the
heat loss due to ventilation QV , the heat loss due to in-
filtrations by wind and the stack pressure effect Qinf , the
heat gain due to solar radiations AS , the heat load due
to occupancy Ao (occupation, the use of electrical equip-
ment’s, lighting, . . .), and the heat gain or loss (depending
on the case) of energy in the building construction mate-
rials, which is called inertia QI , are summed in order to
find the required amount of energy so that the building
is balanced on a thermal basis. For a given period, the
heating requirement of the building can be estimated by
equation (9). Each element in these equations is denoted
in the nomenclature part.

Qbuilding = Qcv + Qinf + QI − As − Ao (9)

ΔΨ =
∑
24

(Tout − Tin) . (10)

At a specified time step, the conduction and ventilation
heat loss through a building envelop QCv, depends on
the outdoor and indoor temperature difference ΔΨ(K),
like specified in equation (10), on the ventilation average
flow rate and on the conduction coefficient β (kW/(K)).
β represents the irradiative and convective exchange of the
walls in the overall zone and also the ventilation flow rate.
Then, the conduction and ventilation heat loss through
the building envelop can be expressed by equation (11).

Qcv = βΨ. (11)



F. Titikpina et al.: Uncertainty assessment in building energy performance with a simplified model 308-p5

Fig. 2. (a) A 3-dimension view of the monitored building. (b) The monitored zone.

Two effects are mainly responsible of infiltrations: the
stack effect and the wind pressure. Due to the simplicity of
the model, the stack effect was not considered (the model
is supposed to be applied to small-rise buildings). The in-
filtrations are then expressed by equation (12) where γ
represents the infiltrations coefficient due to wind.

Qinf = γ
((

ϑ2
)α

)
Ψ, with α = 2/3. (12)

The airflow through the building envelop is related to
the difference of pressure created in the building within
its environment. The parameter α is usually called the
flow exponent and depends on the nature of the airflow
(turbulent or laminar). By default, one retains usually
a value of 2/3 [24]. An exponent close to 1 characterize
laminar flow while a value of 1/2 represents a turbulent
airflow.

The capability of a given building to charge and dis-
charge the intake energy is called inertia. It is assumed
that it depends essentially on the difference in tempera-
ture from one day to the next one. For example, if the con-
sidered day temperature is lower than the previous one,
the building will give in the energy from the day before.
This heat transfer can be expressed as:

QI = ξ
∂Ψ
∂t

, (13)

where ξ is the building inertia coefficient and t is the con-
sidered time step. Usually, the heat gain due to solar ra-
diations is estimated with an accurate description of the
building (surfaces and windows being exposed to the sun,
their orientations and titles angles . . .). The BEECHAM
model aims to avoid the description of the overall build-
ing which is time consuming and which parameters are
often unknown. With these assumptions, the heat gain
due to solar radiations is supposed to be constant during
a time scale of one week and is stated in equation (14)
where Φ represents the building geometry and Ray the
average solar radiations on horizontal.

As = ΦRay. (14)

Unlike the other coefficients β, γ, Cm which are stationary,
Φ can be represented over the year, by a polynomial of
degree equal or greater than 2 [12]. The degree of the
polynomial depends on the presence or not of solar masks
adjacent to the building. The time scale used to represent
this polynomial is the week. A polynomial regression is
then performed to estimate the coefficients a, b and c in
equation (15). ω represents the week of the year and the
resulting model for the estimation of the building energy
demand is given by equation (16).

Φ = aω2 + bω + c (15)

Qbuilding = βΨ + γ

(
ϑ
4/3

)
Ψ − (

aω2 + bω + c
)
Ray

+ ξ
∂Ψ
∂t

− Ao. (16)

The BEECHAM model, in equation (16), is somewhat
simplified and can be qualified as a data-driven approach
among the building energy models [23]. It uses the build-
ing monitored data through the model to predict the sys-
tem thermal behaviour. Thus, with a minimal set of dy-
namic inputs (the outdoor and indoor temperature, the
solar radiations, the wind speed), the user is able to es-
timate the heating load of a building. It also simplifies
the measurements, as there is no analysis of the user be-
haviour or the solar gain evaluations. In this way, it allows
to reduce the errors coming from the operator judgement.

3 Building description

The purpose of this work is to evaluate the heating require-
ment of a building zone and its associated uncertainty
with the three methods described before: the GUM, the
Monte Carlo Method and the Bayesian Method for un-
certainty quantification. The monitored zone is a part of
the ground floor of an administrative building located in
Angers, France (Fig. 2). It is composed of six offices with
a circulation area and a total surface of 102 m2 (Fig. 2a).
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Table 1. Estimation of the static parameters distributions.

Static parameters Distributions

Envelop Conduction Coefficient β (kWh/◦K) N(0.4, 0.057)

Infiltration coefficient due to wind γ (kW/◦K(km/h)) N(9.57 × 10−7, 6.28 × 10−7)

Building inertia Coefficient ξ (kW/◦K) N(−0.139, 0.1559)

Solar radiation Coefficient aω2 + bω + c (m2) 0.07ω2 − 0.29ω + 1.39

Most of the building occupancy occurs between 8:00
and 18:00. The sensors have been fixed in all the offices to
get the temperature data of the overall zone. The outdoor
temperature, the solar radiations and the wind speed data
for the monitored period are provided by a meteorological
station implanted near the building being experimented.
The temperature data are collected during one year from
January to December 2013 in each office (Fig. 2b) with
a time step of one hour. The average wind speed, hori-
zontal solar radiation, and outdoor temperature are also
measured each hour. For the occupancy rate, we assumed
that there is one person in each office during work time in
order that the occupancy rate is proportional to the elec-
trical consumption being measured. Then, with the static
parameters of the building estimated above, the heating
requirement of the zone was calculated.

Regarding the test-bed, each sensor can be indepen-
dent and works with a battery, which allows them to have
their own memory to record the data. The sensors have
been put on walls, at half height and away from openings
(doors and windows).

4 Results and discussion

4.1 Inputs quantities uncertainty quantification

As the BEECHAM model is known to be a data-driven
method, it requires prior data in order to model the build-
ing energy behaviour. For the static parameters (the en-
velop conduction coefficient, the infiltration coefficient due
to wind, the building inertia coefficient and the solar radi-
ation coefficient), as they are not changing in time, their
daily uncertainty cannot be measured. A suitable method-
ology is required to assign them a variation range, in which
they could be included, in order to do the uncertainty
analysis. For this purpose, we used three months heating
consumption measurements results, going from January to
mid-March 2013 to get very wide upper and lower bonds.
We realised 10 000 random samples from an uniform dis-
tribution and we calculated the daily energy consumption
with these values.

To select the parameters ranges, we assumed that the
model is calibrated. The ASHRAE guidelines [3] suggested
the use of standardised statistical indices to sense the per-
formance of a model. Among these criterion, the Coeffi-
cient of Variation of Root Mean Square Error, CVRMSE
(Eq. (17)), allows to determine how well the energy de-
mand model being used fits the data. For a model to be
calibrated, ASHRAE sets the CVRMSE on a monthly ba-
sis to 15% and on an hourly basis to 30%. Thus, only

the set of static parameters with a CVRMSE < 20% are
picked up (Tab. 1 and Fig. 3).

Equation (17) gives the CVRMSE of a model, with mi

and si, the measured and simulated data points, Ni the
number of data points at regular interval (hourly, daily or
monthly) and m̄ the mean of the measured data points.

CVRMSE =

√(∑Ni

i=1
(mi−si)

2

Ni

)

m̄
. (17)

The probability density plots of the static model param-
eters β, γ, ξ, a, b and c are determined according to the
previous results (Fig. 3). These probability density results
give us information on the variation range of each param-
eters and the probability to obtain each value, which will
be useful for the computation of the GUM, MCM and
BST approaches. For the estimation of the building so-
lar radiation equation please refer to the experiments in
reference [12].

On the other hand, for the dynamical parameters in-
volved such as the weath24 hourser, the occupancy and
the indoor temperature, measurements data are available
during the selected period. Still, the user needs to find the
adequate probability distribution of each parameter and
the uncertainty associated to the measured data.

After having performed several distributions fittings to
the measured data, we assumed that each dynamic vari-
able X , follows a normal distribution with its associated
distribution coefficients. The related uncertainty u(X)k,
is obtained by adding the uncertainty of the measurement
sensors u(X)s and those arising from the data itself [8].
Then, in order to take into account the variability of the
data, an uncertainty u(Xk) is assigned to the variable at
each time step k (Eq. (18)).

u(X)2k = u(Xk)2 + u(X)2s. (18)

For example, in Figure 4 is represented the temperature
histogram in the six offices of the monitored zone and the
circulation area. The represented temperature is the sum
on 24 hours of the difference between the outdoor and
indoor temperature (Eq. (10)). Then, we assumed that
the temperature data follows a normal distribution in all
the offices and the same procedure is used for the solar
radiations and the wind speed data.

4.2 Propagation of uncertainty in the model

The purpose of this research work is to estimate the un-
certainty associated to the daily energy consumption of a
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Fig. 3. Static parameters density plots obtained from the 10 000 samples realised.

Fig. 4. Sum on a day basis of the difference between the
outdoor and indoor temperature distribution (◦K) in each part
of the monitored zone.

building estimated by a given model. The uncertainty will
be estimated by the three different methods cited above
in order to find the better or the more suitable one for the
estimation of a daily energy consumption.

As stated above, the BEECHAM model dynamic
parameters are:

– the difference between the indoor and outdoor temper-
ature over a day Ψ ;

– the sum of the solar radiations over a day Φ;
– the wind speed ϑ found by taking the average on a day

basis also.

Knowing that the weather conditions and the occupancy
within the building energy demand model are changing at
each iteration, all the uncertainty analysis have been done
with the assumption that their daily variability is equal
to zero which means that the weather conditions and the

occupancy rate for example are the same from one day to
another.

Then, to get the uncertainty associated to these three
dynamic parameters, we combined the uncertainty of the
sensor being used (depending on the measured parameter)
and the uncertainty coming from the data itself (depend-
ing on the selected method) like stated in equation (16).
If it is the GUM method, the user will have an amount of
uncertainty associated to its data; if it is the Monte Carlo
method, the uncertainty will be on the form of a prob-
ability density function and if it is the Bayesian Analy-
sis, then according to the prior information available on
the parameter under consideration and the data recorded
the user will have a posterior distribution to perform the
uncertainty analysis.

Then, for the GUM method and referring to equa-
tion (2), we assumed that the input quantities are not
correlated and we estimated thanks to the BEECHAM
model, the value ∂Qbuilding

∂X of each input quantity X and we
obtained the uncertainty associated to each variable u(X)
thanks to equation (18). The results are presented in
Tables 1 and 2.

To give a better interpretation to the uncertainty ob-
tained, the GUM [8] proposed the calculation of a confi-
dence interval in which the best estimate of the measurand
will fall in. A lower and upper bounds are estimated with
a coverage factor α like stated in the following equation.

X − ϕ ∗ u (X)k � X � X + ϕ ∗ u(X)k. (19)

With the 60 days data sets, we estimated the probability
to obtain the energy consumption of the monitored zone
with its upper and lower bounds within a confidence level
of 95% (ϕ = 2).

The estimation of the uncertainty with the Monte
Carlo Method was quite easier after knowing the distri-
bution functions of all the input quantities. We performed
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Table 2. Estimation of the dynamic parameters distributions with measured data.

Dynamic parameters Distributions
Outdoor and indoor temperature Difference Ψ (◦K) N (386.76, 59.04)

Solar Radiations over a day Ray (W/m2) N
(
1.19 × 10+03, 695.49

)
Wind Speed ϑ (km/h) N (10.84, 6.18)

Occupancy rate Ao (Wh) N (94.4, 47.7)

Table 3. The daily energy consumptions and its uncertainty estimated by the three approaches and compared to the measured
energy consumption in the monitored zone.

Method Estimated Associated Proportion of
Value (kWh) Uncertainty (kWh) Uncertainty (%)

GUM Principle 1.493 × 102 29.56 19.79
Monte Carlo Method 1.491 × 102 29.91 20.06

Bayesian Uncertainty Quantification 1.567 × 102 24.99 15.95
Measured Energy Consumption 1.363 × 102 32.97 24.18

a number of simulations of 106 in order to have a large
dataset for the output estimation. We generated 106 data
for each input quantity according their distribution func-
tions and the data obtained from the generation are spread
through the BEECHAM model like stated in equation (3).
The energy consumption result obtained on the 60 days
basis is then compared to the GUM results in Figures 6
and 7.

However, for the Bayesian analysis the process was
quite different from the last two methods. We have to de-
fine the prior knowledge for each parameter and the like-
lihood functions. Having performed measurements on the
dynamic parameters, the likelihood functions was known
as well as their probability density functions and the prior
was made of the weather data used when performing a
building simulation. In TRNsys 17 [25] for example, to
perform a building energy simulation, TMY (Typical Me-
teorological Year) files are opened for users and represent
a typical weather data. The files are built from the weather
data measured during the last 20 years and are available
in several cities. Then, we chose two months measurement
files to make the weather parameters (temperature, solar
radiations and wind speed) prior functions (Fig. 5).

Nevertheless, for the static parameters, we decided
to use normal distributions to build the prior knowl-
edge of each parameter and the dataset built previously
for the GUM and Monte Carlo Method for the likeli-
hood functions. The uncertainty associated to the build-
ing zone estimated by the Bayesian method is obtained
by the propagation of each posterior distribution through
the BEECHAM model and the results are compared to
the previous methods (Figs. 7 and Tab. 3).

5 Discussion and conclusion

In order to assess the BEECHAM model consistency, we
decided to compare the two months real energy consump-
tion to the energy consumption estimated by the model
for the monitored zone presented before and during the
same period. The heat load of the building zone was mea-
sured during January and February providing a 60 days

dataset. Table 3 shows the results comparison. One can
notice that the measured consumption is much closed to
the consumption estimated by the BEECHAM model but
the real daily energy consumption is overestimated by an
average of 27 kWh in the whole period. This difference can
be explained by the fact that a building energy consump-
tion is badly estimated and sometimes lead to a gap be-
tween the estimated energy performance (by simulation or
by calculation), of a building and the real one. De Wilde [4]
pointed out this issue and stated that it appears mainly at
three stages of the building life: the design stage, the con-
struction stage and the operational stage. The real energy
consumption can go from two to three times the predicted
energy, which is simply huge to be acceptable.

However, the amount of uncertainties arising from the
data analysis can be explained in different ways. The first
issue is the presence of uncertainties in the model itself. A
building model, either a simulation or an analytical model,
aims to represent the building in real conditions and as
true as possible. The use of improper methods or incorrect
input data can lead to increase the amount of uncertainty.
However, even if the model is supposed to be correct, the
user needs to have the proper qualifications and knowledge
to apply it.

Uncertainties could also come from the measurement
procedures and the devices used for the data acquisition.
Sometimes, these instruments are the root causes of data
deviation and the operator judgement and assumptions
can have a huge influence on the results in different situa-
tions. For example, in the Bayesian analysis case, the user
sometimes has to make hypotheses in order to have a con-
sistent prior knowledge on a quantity, which will influence
the results on the posterior distributions.

Finally, the last cause could be the variability in the
dynamical data. It is known that the outdoor temperature
at a moment t for example, depends on the temperature
at t − 1 and will be different from the temperature at
time t + 1. This variability in time of the dynamical pa-
rameters is fairly unpredictable and cannot be quantify on
a regular basis. This dynamical feature is a non-negligible
source of uncertainty and should be taken into account
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when quantifying the uncertainty related to the dynamic
parameters.

The main goal of this research work was to compare
three approaches of uncertainty quantification: the Guide
to the expression of Uncertainty in Measurement, the
Monte Carlo Method and the Bayesian Uncertainty Quan-
tification with a simplified model. These three approaches
allow quantifying the uncertainty associated to the energy
consumption of a given building with low variation among
them. They give almost the same results and have affirmed
the research which have already been made in metrol-
ogy [19,26]. Each method has certainly its own limitations
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Fig. 7. Dispersion of the daily energy consumption data esti-
mated by the three approaches and compared to the measured
data.

and its advantages, thus, the user will have to choose ac-
cording to the data and the information he already has,
the convenient one. This paper has also pointed out by its
results, the existence of a gap between the predicted and
the actual energy consumption in a given building and
has highlighted the causes of such discrepancies. More-
over, this analysis was done with the assumption that all
the input parameters are uncorrelated. A logical continua-
tion of this research work will be to model the relationship
between them and study its influence on the uncertainty
analysis. Then, the analysis can be extended to the opti-
mization of the measurement plan.
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