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Abstract — A first principles study of the defects
generated by displacement cascades from previous
Molecular Dynamics (MD) and kinetic Activation
Relaxation Technique (k-ART) simulations [1,2] in
bulk silicon is performed. Structural, energy and
migration properties are evaluated using standard
Density Functional Theory (DFT) -calculations.
Electronic properties are obtained through the
application of the Many Body Perturbation Theory
(MBPT) in the GoW, approximation. Electronic states
introduced in the electronic structure of bulk silicon
are then given. The obtained properties allow to dea
first reconstruction of the signal generated by edt
defects. Here we particular focus on two types defts,
the di-vacancy and the tri-interstitial, and we diguss
their major contribution to Dark Current (DC) and t o
Dark Current Random Telegraph Signal (DC-RTS)
respectively.

Index Terms- Silicon, Displacement Damage, First Principles
Calculations, kinetic Activation Relaxation Techniqgte,
Defects, Dark current, Random Telegraph signal.

|. INTRODUCTION

HE need for fundamental understanding of the

damaged structures generated at the atomic scale by
Displacement Damage (DD) is a major challenge lier t
community of radiation effects on micro and
optoelectronics (see among others [3]). To tacklis t
question, a novel simulation approach based onotie
proposed by Srour and Palko [3] has been presenrtdd
applied in [1] and [2]. It combines several simigdat
methods linked one to another as shown in Figante
Carlo particle-matter interaction simulation, Malér
Dynamics (MD), kinetic Monte Carlo (KMC) and first
principles (FP) calculations (also calledb initio
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calculations). Results coming from the first steyl &om
the second and third steps are presented in [1][2hd
respectively. As detailed in [1], the main advaerm®f
this methodology are the following: simulationsrsfaom
realistic PKA (Primary Knock-on Atom) energies;dar
statistics of possible PKA directions are simulated
resulting in a library of generated defects; thecebnic
stopping power is taken into account; simulationet on
the order of one second are reached, giving atoatisect
comparison with experimental data. This last clusgnt
has been obtained by using a KMC method called
kinetic Activation Relaxation Technique (k-ART) [4[his
method, by overtaking the timescale limit of claasiMD
simulations, offers the possibility of relaxing arde
library of defects and defect clusters during lterathe
initial interaction as demonstrated in [2]. Theegxto this
long time scale has enabled to draw some first rtapb
conclusions regarding the origin of the Dark Curri @)
and Dark Current-Random Telegraph Signal (DC-RTS)
measured in image sensors as discussed in [2]:

 After one second of annealing, clusters are
constituted of small defects, such as bi-, tri- and
guadri-vacancies and interstitials (1 to 4-V ani 1
4-1 respectively). This is due to the fact thatrmpoi
defects and small defect clusters tend to aggregate
because of their small diffusion coefficient while
large defect clusters anneal because they areymainl
composed of Frenkel pairs that recombine.

* DC-RTS phenomena seem to be linked to flickering
configurations, i.e. different alternating defect
configurations with low barriers between them
surrounded by large energy barriers.

» Calculations found that the cluster size distribuiti
presents an exponential shape similar to the shape
of the dark current (DC) distribution measured
experimentally in image sensors [5].

The present paper carries on this approach by

characterizing the damaged structures obtainetleaend

of the k-ART step using FP calculations (final step
identified in red in Fig. 1). They are analyzed and
compared with experimental results on image sen3tes
final goal is to understand how the defect propsrtnay

be linked to the DC and DC-RTS phenomena obsenved i
image sensors. In particular, we focus here on two
“simple” defects clusterg,e. the bi- vacancies (2V) and

the
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*MC = Monte Carlo (Binary Collision Approximation)
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Fig.1: Schematic of the global simulation projéidie steps inside the scope of this paper are fikghtdy red squares. The Part | and Part Il cooedpto
two previous papers [1] and [2]. Methods used are the blue arrows. MC: Monte-Carlo. MD: Moleculynamics. k-ART: kinetic Activation Relaxation

Technique.

the tri-interstitial (31), as it appears that theehavior can
be correlated to DC-RTS and DC phenomena respéctive

In this paper, the details of the FP calculatiorss a
described in the first part. The results concernthg
defect properties at the atomic scale are then segdn
the second part, mostly regarding their lifetimasd a
electronic levels in the gap. These results are linéed to
the macroscopic DC and DC-RTS phenomena observed in
image sensors in the last part.

Il. CALCULATIONS DETAILS

FP calculations are used to obtain the total enargy
electronic properties of each simple defect comfigan
extracted from the k-ART simulations. To do so,sthe
configurations are embedded within a perfect diagirie
crystalline cell of about 216 atomd.e( 216 atoms
corresponding to 3 x 3 x 3 elementary cells) far plerfect
crystalline diamond Si cell without defects, 216ra$ for
a mono-vacancy and 217 atoms for a mono-intenstitiat
atoms for a di-vacancy and so on). This procedemdd to
computationally affordable cell sizes for FP cadtigns
and to a large distance, of about 30 A, betweerclimster
defect and its periodic images.

To relax the structures obtained from k-ART [2], DF
calculations in the Local Density Approximation (AP
have been performed with the PWscf code from the
Quantum ESPRESSO distribution [6]. Norm-conserving
pseudopotentials are applied to describe electon-i
interactions. The plane waves cutoff energy isdiat 60
Ry and the calculations are done at Fhpoint (center of
the Brillouin Zone). The cell parameters of each
simulation cell is kept constant equal the onesths
perfect crystalline cell with its 216 atoms and yottthe
atomic positions have been allowed to relax in orde
obtain interatomic forces lower thaniRy/a.u.

The obtained atomic positions and their correspandi
wave functions (only with a cutoff energy of 20 Raye
then used in one shot GW ig GyWy)
calculations performed with the SaX package vergdh

[7]. The calculation of electronic states is stilchallenge
nowadays as DFT, being a ground state theory, glfron
underestimates the band gap in semiconductor and
insulating materials [8]. However, [9] proved theaten if

the unoccupied states are badly predicted in DRE, t
energy difference between the top of the valencel lzand
the occupied states is correct and does not vatty thie
opening of the band gap. The calculation of thatine
positions in energy of the defect levels in theezkpental
gap with this technique is thus correct, withouediag
any shift in energy. In this work, we want to gotlier by
getting the Density Of States (DOS) of the defemts
their associated states in the DOS, allowing udréov the
complete picture of their chemistry. To do so, GW
approximation is a well-established theoreticalrapph to
answer to the DFT band gap failure, but they stitjuire
large computing resources. However, the SaX code ha
already proven its efficiency to treat large celmtaining
defects as for instance in silica [10,11].

Details of the @WN, calculations are the following: we
adopted 20 Ry energy cutoff for the Fock opera26rRy
energy cutoff for the irreducible polarizability cirthe
screened Coulomb potential. We included 1100 b&mds
the transition many-fold sampling, in the calcidatof the
GW Green functions. The Godby—Needs plasmon-pole
model [12] was used to model the energy dependefce
the dielectric matrix. The accuracy on the energiates in
the band gap is about 0.10 eV.

An important characteristic of an electronic statets
degree of localization. It is quantified by meanks @
normalized Self-Interaction (|Sl|), as discussefl8j: the
higher the value of Sl, the stronger the localmat{for
|SI|=1, the electronic state is as delocalized gdane-
wave).

Migration pathways are used to calculate the aweerag
lifetimes <> of each defect structure using transition state
theory that involves the knowledge of the surrongdi
saddle point that has the lowest energy barrienigfation
Ey:

[Tmin wi eksT

<t l>=
[lsaddle j

@)

where the product over all the phonon frequencies the
studied structur¢],,;» w; is done over 3N frequencies and
3N-1 on the saddle point, N being the number ofmatdg
the Boltzmann constant and T the temperature. @te of



the phonon frequencies is taken to bé'®lBlertz as in
most of the crystalline solids.

For the calculation of the migration pathways aldimg
minimum energy path (MEP), the Climbing-Image
Nudged Elastic Band (CI-NEB) is used to evaluate th
energy barriers [14]. We used 13 intermediate iraage
describe the path with a high enough resolutioorder to
avoid missing an intermediate saddle point.

For a structure that has N possible configuratieite
respective energiesyE(i=1,...N), the probability Pthat
the system is in the configuratiorns a function of g and

“Edn
of the partition of configurations Z defined as}zfe *s7 :

P = (2)

To calculate the average intensityyl of the dark
current generated by one single state in the gapdafect
with an energyE ..., the Shockley-Read-Hall theory is
used [15,16]:

-Eq

< Iy >oc Ae*BT 3)

where the pre-factor A is a function of hole andcgion
capture cross sections, their thermal velocity ameir
population. The pre-factor A is proportional té @nd
estimated to be In(AB6 at 300 K in our studied case,
from the experimental value of the di-vacancy given
[5,17,18]. The ternE, is commonly named the activation
energy needed for one electron to go from the wealen
band to the conduction band.

The estimation of this activation energy dependthef
number of electronic states in the band gap. Aestathe
band gap becomes a bridge for the electrons teltfeam
the valence band to the conduction band. When onéy
state with the associated energyekits in the band gap,
the activation energy jJFneeded to thermally activate the
electrons is:

E, = max(E, — E,;E, — E,) 4

where E and E are the energies corresponding to the top
of the valence band and the bottom of the condudignd
respectively. However, when several states (fotamtse

Ey; and K) are into the gap the electrons can sometimes
use a multiple-steps bridge such gs>Ey—E,—E.. This
multiple bridge pathway can occur only if the wave
functions ¢> and ¢> of the two states t1 and t2 overlap.
The activation energy is then:

E, = min[max]-(E]-Jr1 - Ej); (max;(E; — E,; E. — EL-)] (5)
wherei covers all the non-overlapping states, aedvers
all the overlapping states. The dark current iritgns then
calculated as in [19].

The formation energ¥; of a defect is the energy that
the system has to give to create a defect. It fmakwith
respect to the total energl,;s of the pure silicon
supercell as a function of the number of atamgsthat
contains the supercell and, Ehe energy of the defective
supercell as:

Ef =- [E216 (2%6) - Ed] (6)

Il. RESULTS

General trends

As explained in [2], a silicon PKA in bulk silicoat 300
K generates a displacement cascade which finafiylte
in amorphous clusters that are mainly composecdils
simple defects, namely 2V, 3V, 4V and 3I, 4l. The
fundamental understanding of the dynamic behaviwt a
electronic properties of these resulting simplesdesf can
provide a good insight of the macroscopic obseowation
DC and DC-RTS.

Among all the simple defects, we choose to focus on
two meaningful defects playing an important roletle
response of silicon to DD: the di-vacancy (2V) ahnel tri-
interstitial (31) defects. These defects well depibe
typical behaviors of DC-RTS and DC signals respetfi
In fact, they both have different configurations ttwi
lifetimes that vary from micro-second to years aisb
possess zero to three electronic levels in the lgapd A
full review paper gathering the details on all siengefects
in bulk silicon will be published in a near future.

To understand the origin of the DC and the DC-RTS
using FP calculations, we focus our study on thesinde
configurations that can have each defect,
corresponding migration barrier to travel betweerhs
configurations, their lifetimes, and the correspogd
electronic levels that appear in the band gap.

For details, for a given defect, the configuratigith
the lowest formation energy (the ground statehésrhost
stable and consequently is the one that is maibgeved
experimentally. But several other stable or mehdsta
states can also exist, that can differ from theugdostate
by small structural changes (interatomic distancesjan
be topologically different in terms of close neightood.

The diffusion barrier gives information about the
possibility to observe the defects experimentdihgeed,
the defects that can diffuse at the experimentaptrature
are not observed because they tend to agglomerébent
bigger defect clusters and/or they are trappedhat t
interfaces. Notably, among all the simple defetits, 1V,

1l and 21 possess energy barrier that are smallignado
diffuse at 300 K (0.50, 0.50 and 0.50 eV respebtjve
whereas the 2V, 3V, 4V and 3l, 41 exhibit migration
barrier higher than 0.50 eV, that are large endogkeep
these defects into the silicon bulk at room temfeea
The diffusion barrier is thus calculated for eactfedt.
Note that the diffusion coefficient depends on the
temperature so that the observation time is styongl
correlated to the operation temperature.

The lifetime associated to each configuration et
be taken by a defect gives information about thred lof
DC generation that is created by the defect, neised
DC, DC-RTS or constant DC. This depends on the
experimental integration time, i.e. the duration tbe
accumulation of the electrons before counting thang
acquisition time (duration of the total measurement
Indeed, a defect generates a noised DC if theniét of
its configurations are lower than the integratiomet
several changes in configurations can occur duthrey
integration time and only an average of all theegations’
rates is counted, produciige noise. A defect generates
DC-RTS if the lifetimes of its configurations arégher
than the integration time and lower than the adtjois
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time: the DC signal is constant during several quiof
integrations and brutally varies when the configora
changes. Finally, a defect generates a constanif i@
lifetimes of its configurations are higher than the
acquisition time: no change of configuration ocadusing
all the experiment. The average lifetime is a camstor a
given temperature, but the kind of generation theg is
observed depends on the experimental conditionsallAs
the defects exist in several stable and metastatiolemic
configurations, they are all able to generate lineet kinds
of DC only measurable by changing both the integnat
and acquisition times.

Note that for a same defect, lifetimes can be very
different. Indeed, two main trends are observedhia
energy barriers required to switch from one configion
to another for the same defects. On one hand, the
configurations that are topologically different aeparated
by energy barriers higher than ~0.40 eV. On thesroth
hand, the configurations that differ only by a ajparn
their atomic distances which conserve their neiginigo
topology are separated by lower energy barriers.

The energy levels are the last information thatsed
in our study. It informs on the intensity of thengeated
DC. Concerning the electronic states, the samealsrane
observed. Configurations with the same topologyitgkh
very similar DOS, whereas configurations with diéfiet
topologies have different DOS. The number of stat¢ke
band gap is difficult to predict and varies betweero and
four in the studied defects 2V and 3I.

The di-vacancy defect

The di-vacancy has been widely detected in CMOS
after irradiation [20] and plays a crucial role asDC
generation center. In our calculations, we obsénat the
di-vacancy owns a high number of metastable
configurations. The most stable ones are shownign F
and are classified from the lowest to the highesalt
energy: two vacancies as first neighbor (2Va), esosd
neighbor (2Vb), and as third neighbor (2Vc). Fog #fva
configuration, two configurations exist, named 2\&md
2Va, (Fig 2.a and 2.b), 2\tabeing the most stable one.
Contrary to the 2Va, 2Vb and 2Vc configurations thave
a different topology, 2Va and 2Va are only
distinguishable by their different interatomic distes. In
fact, due to the local reconstruction, a weak ebeit
bond is also sometimes formed between two Si atoms
when the interatomic distance is lower than 3.0 A.

The Minimum Energy Path (MEP) for the diffusion of
the di-vacancy from its ground state 2\ta a neighbor
2Va, occurs through the 2Vb or 2Vc configuration. This
diffusion needs the crossing of a 1.11 eV energyidraas
shown in Figure 3 for V& coherent with the experimental
observation [21], so that no diffusion can be obserat
300 K. The 2Vb configuration is a highly metastattate
that rapidly tends to stabilize in the ground sffe,.

The resulting lifetimes, the occupation probalsiti
and the diffusion barriers for the 2&bnfigurations are
summarized in Table I.

c/ 2Vb d/ 2Vc
Fig. 2: The different configurations of the di-vacg obtained after k-
ART simulations and relaxed and characterized uBigalculations. a/
2Va, bl 2Va, ¢/ 2Vb d/2Vc. Grey balls: Silicon atoms. Big greslls:
first neighbor silicon atoms of a vacancy. Blueldatrystalline sites
without any atoms, i.e., vacancies.

Energy (eV)

0.2 04 0.6 0.3
Path

1
2Va 2Vb
Fig. 3. Migration path between the 2Vand the 2Vb configurations. The
energy barrier 2Va->2Vh, is 1.11 eV whereas the energy barrier
2Vb,—2Va is 0.04 eV.

The occupation probabilities of the 2Vb and 2Vc
configurations are very small, so that they woutd be
observed experimentally. Nevertheless 2Vb and 2ikc a
metastable “transition” states that are reachedhguhe
diffusion process of the di-vacancy.

TABLE |
UPPER PART: THE DIFFUSION BARRIER IN EV FROM ONE TO
ANOTHER 2V CONFIGURATIONS. LOWER PART, FOR EACH 2V
CONFIGURATION: THE FORMATION ENERGY EIN EV/AT. THE
TOTAL ENERGY WITH RESPECT TO THE GROUND STATE 2¥A
EV, THE AVERAGE LIFE TIME <> AT 300 K IN S AND THE
OCCUPATION PROBABILITY P.

From/to 2Va | 2Va 2Vb 2Vc
2Vay - 0.004 | 0.04 0.61
2Va, 0.004 | - 0.04 0.61
2Vb 1.11 1.11 - 0.06
2Vc 1.92 1.92 0.36 -
2Va2 | 2Vad | 2Vb 2Vc
Ef 4.92 4.92 5.99 6.28
AE 0 0 1.07 1.36
<> 10° [ 10 [10% | 10"
P 050 | 050 | 16 | 10

On the contrary, the two 2Va configurations are the
ones with the largest occupation probabilities. 8se of
their equal formation energies, these two probédsliare
equivalent. However, the lifetimes of these two 2Va
configurations are very small (less than one puspabsge of
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the small energy barrier (0.004 eV) that separtdtes), so
that these two structures pass from one stateetatier
billion times per seconds at 300 K. The 2Va sysethus
trapped in a quasi-permanent oscillation betweento
configurations 2Va and 2Va,, whereas the high energy
barriers (1.11 eV) required to separate the twaneies
can not be overcome at 300 K.

The DOS is given in Fig. 4 for the 2¥and 2Va
configurations in GW approximations. The GW
approximation gives a band gap of 1.06 eV, withyd@#o
of error compared to experimental value equal 1@ &V
[22] vs. 50% for DFT (not shown here).

Electronic density of states
Self interaction

0.5
Energy (eV)
Fig. 4. DOS calculated within GW approximation fbe most observed
configurations of di-vacancy defect: the 2\{top) and 2Va (bottom).
Letters are here to mark the defect energy le\féis.states occupied at 0
K are filled.

Three electronic levels have been observed expetaihg,

supposed in one of the most probable configurat{@ws,

or 2Vay):

* by Electronic Paramagnetic Resonance (EPR):
Ec-0.23 eV (charged -) [21]

* by Infrared spectroscopy (IR):
Ec-0.39 eV (charged 0) [21]

* by Deep-level transient spectroscopy (DLTS):
Ev+0.21 eV (charged +) [21,22]

where Ev and Ec are the top of the valence band and
the bottom of the conduction band, respectively[2t]
and [22],authors explain that Ev+0.21 eV is a holes
acceptor state whereas Ec-0.23 eV and Ec-0.39 eV ar
electrons acceptors states. In our results, for, 2¥&afind
the holes acceptor at Ev+0.09 eV and the two @astr
acceptor states are located at Ec-0.29 eV and ).

The |SI| allows to distinguish the states inducgdhie
defect. As shown in Fig. 4, the 2Y¥aonfiguration
generates four main states, namely A, B, C and iborg
them, only the states A, B, and C are into the lapland
only the state A is filled at 0 K, in good agreeineith the
experimental observations [19,21]. All these statas
serve as “bridges” for the electrons to travel frone
valence band to the conduction band. To evaluate th
activation energy of this defect using Eqg. 5, oheusd
first evaluate the overlapping integral betweers¢héefect
states. For the three states A, B and C in the lgapdthe
presence probability is drawn in Fig. 5. It sholwattno
overlapping occurs between the state A and the Btator
between the state B and the state C because ttteoake
are located on different atoms. On the contrargyastic
overlapping occurs between the state A and the <at

because they both form a dangling bond on the sdom
and in the same direction. In the specific cas2\,, the
calculated activation energy is then determinedveen
the energy levels of the two states A and C: |0.75-
0.10]=0.65 eV.

,//\/<\{/ , /><\{/ , //><\{/
Y A
A e d VAN
State A State B State C

Fig. 5. Electronic wave functions square of thee¢helectronic states A,
B, C in the band gap of bulk silicon due to 2\@nfiguration. The
yellow surface represents the isovalue for a prifibalto find the
electron in this region equal 50%.

For all 2V configurations, the energy levels inte t
band gap are summarized in Tab. I, with the
corresponding estimated generation rate. As the 2va
configurations have the same topology, their repec
DOS exhibits slight differences, with the same nambf
defect states and differences in the total energsller
than 0.02 eV. However, this is enough to slighthamge
the activation energy and then highly change the
generation rate, because of its exponential folee ([&able
).

In the case of the 2Vb and 2Vc configurations,
different DOS with a different number of states doe
their different topology are obtained. The overiagp
integral between the states of the 2Vb and 2Vactiras
are null, so that the Eq. 4 is used to evaluateatti@ation
energy.

TABLE Il
FOR EACH CONFIGURATION OF THE DI-VACANCY DEFECT,
ENERGY LEVELS INTRODUCED IN THE BAND GAP IN EV,
ACTIVATION ENERGY Ea IN EV AND ITS GENERATION RATES
R IN E/S BY USING LN (A)=36.

Conf. Energy levels E R
2Va | 0.10; 0.75;0.75 0.65 150
2Va, | 0.09; 0.74; 0.77 0.64 141
2Vh 0.91; 1.01 0.91 2
2Vc 0.80; 0.84 0.80 4

The tri-interstitial defect

The same approach is conducted for the tri-intebti
defect.

The tri-interstitial exists in several configurat®[23],
where the two most stable are thg.3land the 3l;,0nes
shown in Fig. 6. The other configurations are mhigiher
in total energy or correspond to the di-interdtitia
surrounded by another interstitial.

The MEP for the diffusion of the tri-interstitialdim its
ground state 3\, t0 a neighbor 3, needs the crossing
of a 0.45 eV barrier, whereas this barrier is 2¥%or the
diffusion from a 3V, configuration to a 3ok
configuration. For this reason, during annealing thé
3Veraconfigurations diffuse, whereas the 3\ does not.



IR

Fig. 6. The two configurations of the tri-interigtit(3lpoc in &/ and 3kya
in b/) obtained after k-ART simulations and relaxaud characterized
using FP calculations. Grey balls: Silicon atomig ey balls: silicon
atoms in first neighbor of a vacancy. Blue ballystalline sites without
any atoms, i.e., vacancies. Red ball: interstiiddon atoms.

Their average lifetime and occupation probabilitg a
given Tab. lll. These two structures have quite shene
formation energy AE=0.02 eV), so that their occupation
probabilities are of the same order of magnitudee T
energy barrier that separates them is very large €v),
which means that their configuration change frone ¢m
another cannot be observed experimentally during
reasonable times.

TABLE I

FOR EACH CONFIGURATION OF THE TRI-INTERSTITIAL, ITS
FORMATION ENERGY E(EV/AT.), ITS ENERGY WITH RESPECT
TO THE GROUND STATE (EV), ITS AVERAGE LIFE TIME®> AT

300 K (S), ITS AVERAGE OCCUPATION <OCC.> AMONG ALL

THE CONFIGURATIONS (%) AND ITS MINIMUM ENERGY
NEEDED TO GO FROM ONE CONFIGURATION TO ANOTHER.
ALL THE VALUES ARE IN EV.

From/to lietra 3lbiock
Bleera - 2.60
3lbiock 2.62 -

Ef 5.39 5.41
AE 0 0.02
<> 10* 10*
P 0.68 0.32

The energy levels and generation rates of the two
configurations are given Tab. IV. The configurat®lp,
does not create energy levels in the band gap. éHéac
generation rate R is null. On the contrary, the
configuration 3}y, has a generation rate, which means that
those two structures can be easily distinguish@wust E
or R.

TABLE IV
FOR EACH CONFIGURATION OF THE TRI-INTERSTITIAL
DEFECT, ENERGY LEVELS INTRODUCED IN THE GAP (EV),
ACTIVATION ENERGY E, (EV) AND ITS GENERATION RATES R
(E-/S) BY TAKING LN(A)=36.

Conf. Energy levels E R
3lpiock - 1.06 0
3ltetrz 0.92 0.92 2

IV. DISCUSSION

Average DC, Constant DC or DC-RTS?

In this section, we use the FP results for theatdiancy
and tri-interstitial defects to investigate if thpresence in
a CMOS image sensor generates or not a dark cuenetht
if this dark current is a RTS.

Even if both 31 and 2V defects exist as several
configurations and exhibit electronic levels inte tband

gap, they do not generate the same DC. Actualéynihin
difference between the 3| and the 2V defects coimes
their lifetimes due to stability of their configui@ns.

In the case of the 3I, each configuration is trapjpea
deep potential energy well giving to it a greatbsity.
Their resulting lifetimes are higher than one ysaithat a
configuration can hardly change during an experiaien
observation. Moreover, the 3k configuration does not
have any states in its band gap (Tab. Ill) andvémtnot a
generation center and no DC is observed. On thargn
the 3leya configuration has one state into its band gap and
is a generation center. Its resulting signal isnthe
permanent DC.

In the case of the 2V, a high number of transitions
between 2Vaand 2Va occurs during a same integration
time (several milliseconds), so that experimentatlye
integration time is generally too high to obsertemn
separately. Hence, during an acquisition, the olesker
generation rate is an average of the rates of each
configuration.

Nevertheless, through temperature modifications, th
lifetime of each structure varies so that a DC-REB8 be
observed for the 3l by increasing the temperatang, for
2V, by decreasing the temperature.

Electronic hopping transport between defect centers

One of the key questions concerning charge geoerati
in thermally activated clusters is the possibilitf
observing Inter-Center Charge Transfer (ICCT) betwe
spatially separated defect®. that electrons hop through
different localized electronic states in the baragh.gFor
such a process, two conditions are required:

- as for standard excitation with one single stabe,
thermal energy &K must be higher than the energy
difference between the two states,

- the overlap between the wave functions of the two
states involved in the hopping (initial and fingdtes) has
to be non-negligible.

In the case of the 2\athe electronic hopping can occur
thanks to the overlapping, as already discusseseahnd
shown in Fig. 5.

In the case of a cluster made of several defezt®vior
the overlapping probability and then the ICCT, theer-
defect distance in the cluster must be as smalbasible,
and the complexity of the defect must be as high as
possible. Indeed, complex defects lead to a higherber
of states than the simple ones, and to wave fumgtiaith
a higher spatial expansion, because of the largebau of
broken and new bonds. For illustration, we plot Weeve
function of the 3}, state (located at 0.92 eV) in Fig. 7,
which highlights a more extended wave function than
2V presented in Fig. 5.

&/ A

Fig. 7. Example of expansions of the wave functitived are larger than
the defect: the tri-interstitial 3}, state in the band gap. The yellow
surface represents the isovalue for a probabditynid the electron in this
region equal 50%.



Complex defects also induce more extended -elastic
distortions. These elastic distortions are notably
responsible of the band gap narrowing by the aulditif
states around the valence and the conduction Bdrese
states can have a large spatial expansion (abod) &5d
can then overlap with more distant surrounding cisfe
Therefore, the probability of having ICCT into aister of
defects increases with the number of defects itaios.
Moreover, the intensity of the generated DC is high
increased when ICCT is possible. Hence, the fegv bi
clusters obtained after an irradiation generateendark
current than the numerous small clusters. Thisltrésu
consistent with the observation that the histogEnthe
measured dark current intensity has the same erpiahe
shape [18] than the one of the histogram of theutaled
clusters’ size [2].

V. CONCLUSION

In order to describe the displacement damagdiaosi
we carry on our original simulation approach by
characterizing the defect structures coming frePART
calculations using FP calculations. Here we focngthe
di-vacancy and tri-interstitial defects and FP akdted
properties of others defects (1V, 3V, 4V and 1),42) will
be the subject of a future review publication. Waleate
their atomic structures and we calculate their ftion
energy, their occupation probability and their tiifees
using NEB. By using GW to calculate their DOS, wews
that the states created by each configuration shme
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